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Abstract

With the rapid growth of digital systems, churn management has become a major focus within customer relationship management in many industries. Ample research has been conducted for churn prediction in different industries with various machine learning methods. This thesis aims to combine feature selection and supervised machine learning methods for defining models of churn prediction and apply them on fitness industry. Forward selection is chosen as feature selection methods. Support Vector Machine, Boosted Decision Tree and Artificial Neural Network are used and compared as learning algorithms. The experiment shows the model trained by Boosted Decision Tree delivers the best result in this project. Moreover, the discussion about the findings in the project are presented.
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1 Introduction

1.1 Problem Statement

Nowadays, customer relationship management (CRM) has become more and more important for companies to run successful business; because CRM targets the development of profitable, long-term relationships with key customers and stakeholders [28]. The better the relationship, the easier it is to conduct business and generate revenue. Thus, a lot of companies do realize that mining their existing database and associated information technologies provide enhanced opportunities to understand customers and maintain a good customer relationship [6]. Therefore, developing technology to improve CRM makes good business sense.

Customer churn management, as a part of CRM, has received increasing attention over the past time. Customer churn prediction aims at detecting customers with a high propensity to cut ties with a service or a company [38]. An accurate prediction allows a company to take actions to the targeting customers who are most likely to churn, which can improve the efficient use of the limited resources and result in significant impact on businesses [37]. Churn management strategies consist of two steps:

1. Ranking customers based on the estimated likelihood that they will churn.
2. Offering incentives to a core group of customers at the top of the churn ranking.

This thesis will focus on the former. Machine learning models will be build to predict the churn possibility of customers.

1.2 Related Works

Ample research has been conducted to predicting customer churn in different industries, including telecom industry [25][18], credit card providers [1], banking [42], wireless industry [44], etc. different data mining technologies have been used for building models, such as support vector machines [6], AdaBoost [25], neural networks [32], and ensemble of hybrid methods [36][17]. Among other, the results of previous works have showed great potentials of applying machine learning methods to customer churn prediction problems. For instance, the authors of [25] showed that AdaBoost algorithm successfully provides an opportunity to define a high risk customer group in telecom industry. In [18], decision trees and neural network methods were used for modeling. The result shows that data mining techniques can effectively assist telecom service providers to improve the Accuracy of churn prediction. In [6], Support Vector Machines were used in order to construct a churn model with a higher predictive performance in a newspaper subscription context. The result shows SVM
outperforms a logistic regression only when the appropriate parameter selection technique (feature selection) is applied.

Based on [25][19], the standard procedure of churn prediction can be summarized into three main steps. Firstly, doing feature selection to select relevant attribute to prediction. Secondly, building a machine learning model. The attributes selected in previous step are used as input of the model. Thirdly, evaluating models.

1.3 Research Question

As mentioned above, customer churn prediction is popular in a number of industries. To the best of our knowledge, there is no research about modeling customer churn prediction in fitness industry. There are similarities between fitness industry and other industries concerning customer relations. However, there may exist some unique factors which can affect customer relations in fitness industry. Among all customers, the group of customers who subscribe the service monthly and pay automatically from their bank accounts (monthly-paying customers) are especially important since they contribute to a big proportion of companies’ income. However, this group has high churn rate according to a Swedish fitness gym. Against this background, this thesis aims to explore several questions regarding customer churn prediction in fitness industry based on statistic and machine learning methods. The purpose of this thesis is finding the feature selection methods and modeling methods which can contribute to customer churn predictions in fitness industry.

The research question of this thesis is:

Concerning Boosted Decision Trees, Artificial Neural Networks and Supported Vector Machines as supervised machine learning algorithms in this thesis project, which combination of feature selection method and supervised machine learning algorithm contributes to a high-quality and effective classifier of customer churn prediction for monthly-paying customers in fitness industry?

1.4 Methodology

The research of this thesis will be conducted in four steps: literature study, data collection, feature selection and modeling. The workflow process of the research of this thesis is described by Figure 1.
1.4.1 Literature Study

There are plenty of feature selection methods and modeling methods which have been used in similar application domains (see Section 1.2). The purpose of literature study is to find the candidate methods which fit the properties of the data from different perspectives. For example, for the large amount of data, the methods which require less computing space and time are more suitable.

1.4.2 Data Collection and Cleansing

A data set from a fitness company which includes all the customers’ data will be provided during the execution of this thesis. Since imbalanced data have been seen as a barrier to the performance of some standard classifiers [22][20], therefore, creating balanced dataset is important. 3000 customers’ data will be selected randomly as the samples of which half will be customers who have churned. Since the churn prediction model may be biased due to a particular observed point of time, the studies will focus on the annual churn records of the year 2016.

As the authors of [3] claim: the effect on churn is greatly decreasing after six months despite statistically significant trends. Therefore five continuous months under 2016 are selected randomly in this research. The output of the model is whether the customer churns voluntarily in the latter two-month period. The input is first three-month relevant information, which is the attributes left after feature selection. The started month of observed period for each sample is randomly selected. For example, if started month is February, the observed period for input is from February to April, and output period is May and June. Meanwhile, for another sample, the started month of observed period can be August. An example of data selection for one sample is given in Figure 2.
3000 samples will be divided to training samples and testing samples, which possess 70% and 30% of total samples respectively since the amount of dataset is adequate.

1.4.3 Feature Selection

One method will be selected based on literature study. Feature selection is conducted with the help of Microsoft Azure machine learning studio, which is an analysis tool that can be used to build, test, and deploy predictive analytics solutions. The results will be input attributes to the models.

1.4.4 Modeling and Testing

2 - 3 machine learning algorithms will be selected based on literature study. The training data which are filtered after data collection and feature selection are used to train the models which are built with different methods. Microsoft Azure machine learning studio is used to build the models. The testing samples will be tested on the models. At the end, the conclusions will be drawn based on the evaluation of models.

1.5 Structure of the Thesis

The remainder of this thesis is organized as follows. In Chapter 2, literature study related to feature selection, supervised machine learning algorithms and evaluation methods used in this thesis will be described. Chapter 3 describes the experimental results, and Chapter 4 includes discussion about findings of experiment and suggestions for future research. Finally, conclusions and future work are outlined in Chapter 5.
2 Literature Study

This chapter will present the result of literature study. Firstly, several feature selection methods will be presented. Secondly, several machine learning models will be described. At the end, the evaluation methods will be presented.

2.1 Feature Selection

Feature selection in machine learning refers to identifying a representative set of features from which to construct a classifier for a particular task [13]. The goal of feature selection is to choose a subset $X_s$ of the complete set of input features $X = \{x_1, x_2, x_3, ..., x_M\}$ (M is the dimension of X) so that the subset $X_s$ can predict the output $Y$ with Accuracy comparable to the performance of the complete input set $X$, and with great reduction of the computational cost.

There are four reasons that feature selection is conducted [41]:

1. Make learning models easier to interpret.
2. Shorter training times.
3. Avoid the curse of dimensionality.
4. Reduce overfitting of models. In overfitting, a model describes random error or noise instead of the underlying relationship.

Two feature selection methods are considered in this thesis:

2.1.1 Forward Selection

In forward selection, variables are incorporated into larger and larger subsets step by step [12]. The procedure begins by evaluating all feature subsets which consist of only one of the input attributes: $\{X_1\}$, $\{X_2\}$, ..., $\{X_M\}$. Then select the best individual feature $X$ and doing the evaluation by including one other feature from the remaining $M - 1$ input attributes to find the best input subset with two features. Afterwards, the input subsets with more features are evaluated progressively [7]. The subset includes the variables which gives the most statistically significant improvement of the fit. The prespecified criterion can be F-tests, t-tests, adjusted R-square, Akaike information criterion, Bayesian information criterion, etc [23].
2.1.2 Backward Elimination

Backward elimination is another feature selection method. Unlike forward selection, Backward elimination starts by building the full model using the whole dataset. It eliminates one variable at a time based on the least deterioration in model fit [12]. Like the forward selection, the goal of backward elimination is find the subset which matches statistical criterion. However, some claim that backward elimination is computational expensive [16][12]. Due to this reason, forward selection will be used in this thesis project.

2.2 Supervised Machine Learning

Supervised machine learning is the search for algorithms that reason from externally supplied instances to produce general hypotheses, which then make predictions about future instances [21]. The goal of supervised learning is to build a learning model of the distribution of class labels in terms of predictor features. The resulting classifier (model) is afterwards used to assign class labels to the testing data whose values of the predictor features are known, but the value of the class label is unknown.

2.2.1 Algorithm Selection

A number of supervised learning algorithms have been examined, like decision tree, Naive Bayes, support vector machine (SVM), artificial neural network (ANN), random forest and Boosted Decision Tree. Three of them are chosen to be applied in this thesis: Boosted Decision Tree, SVM and ANN. There are several reasons. Naive Bayes requires zero training time and little storage space during both the training and classification stages. However, it has poor Accuracy in general compared with other supervised learning algorithms [21]. Furthermore, naive Bayes models are poor at predicting calibrated probabilities because of the unrealistic independence assumption [5], which makes it an unsuitable algorithm for the thesis project.

Decision tree is a simple and logic-based supervised learning algorithm. Decision trees do not have better performance when dealing with multi-dimensions and continuous features as SVMs and ANNs do. As [43] described: an individual decision tree is a weak learner which does not perform well when it works individually. Therefore, decision tree is excluded based on its working weakness. Two other algorithms which are related to decision tree are random forest method and Boosted Decision Tree. They are so-called ensemble learning methods which will generate many classifiers and aggregate their results [24]. Random Forest is an ensemble of unpruned classification or regression trees created by using bootstrap samples of the training data and random feature selection in tree induction [34]. Boosted Decision Tree uses boosting algorithm to design a procedure that combines many decision trees to achieve a final powerful classifier [43]. The authors of [5] suggest Boosted Decision Trees have overall better performance than other algorithms including random forest. Hence, Boosted Decision Tree is chosen as one of the modeling algorithms.

As mentioned above, SVMs and neural networks tend to perform much better when dealing with continuous features and they have high Accuracy in general compared with other supervised learning algorithms [21]. Therefore, they are also chosen as modeling algorithms in this thesis.
2.2.2 Boosted Decision Tree

The boosting algorithm is one of the most powerful learning techniques introduced in the past decade [31][10]. Motivation for the boosting algorithm is to design a procedure that combines many “weak” classifiers to achieve a final powerful classifier [43] [31] [10] [30]. Decision trees are known as weak learners since they are not stable. Small fluctuations in the data can make huge differences. This feature makes decision trees perfect "working partners" to boosting algorithm because boosting is used to reduce the error of any weak learning algorithm.

The given number of decision trees are constructed on weighted events. For the first round, all events are assigned equal weights. For the second round, the weights are increased for the events misclassified by the first decision tree and decreased for the events correctly classified by the first decision tree. Therefore, the second decision tree focuses on the samples misclassified by the first tree. In other words, the second tree corrects for the errors of the first tree, the third tree corrects for the errors of the first and second trees, and so forth. This procedure is repeated until all trees are created. In the group, each member has its own specialty arising from its special training. It leads to that the group of diverse members can do a better job than any single member. Boosting algorithm aims at reducing test error in the training set [27]. The pseudo code of Boosted Decision Tree algorithm is described by Algorithm 1:

<table>
<thead>
<tr>
<th>Algorithm 1: Boosted decision tree algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Function</strong>  ( I(X) )</td>
</tr>
<tr>
<td>( I(X) = 1 ) if ( X ) is true, 0 otherwise</td>
</tr>
<tr>
<td><strong>Function</strong> Boosted Decision Tree</td>
</tr>
<tr>
<td><strong>Data:</strong> Training sample ( S = { S_1, S_2, ..., S_N } ), a group of classifiers ( { C_1(x), C_2(x), ..., C_T(x) } )</td>
</tr>
<tr>
<td>Initialize the observation weights ( w_i = 1/N, i = 1, 2, ..., N );</td>
</tr>
<tr>
<td>//Iterate ( T ) times</td>
</tr>
<tr>
<td><strong>for</strong> ( t = 1 ) to ( T ) <strong>do</strong></td>
</tr>
<tr>
<td>Train classifier ( C_t(x) ) on ( S_t );</td>
</tr>
<tr>
<td>Compute weighted error of newest tree;</td>
</tr>
<tr>
<td>( err_t = \frac{\sum_{i=1}^{N} w_i I(y_i \neq C_t(x_i))}{\sum_{i=1}^{N} w_i} )</td>
</tr>
<tr>
<td>Compute ( \alpha_t = \log\left(\frac{1 - err_t}{err_t}\right) )</td>
</tr>
<tr>
<td>//Update weights</td>
</tr>
<tr>
<td><strong>for</strong> ( i = 1, ..., N ) <strong>do</strong></td>
</tr>
<tr>
<td>( w_i \leftarrow w_i \cdot \exp{\alpha_t \cdot I(y_i \neq C_t(x_i))} ) ;</td>
</tr>
<tr>
<td><strong>end</strong></td>
</tr>
<tr>
<td>Normalize the weights;</td>
</tr>
<tr>
<td><strong>end</strong></td>
</tr>
<tr>
<td>( C(x) = \text{sign}\left[\sum_{t=1}^{T} \alpha_t C_t(x)\right] )</td>
</tr>
</tbody>
</table>

Boosted Decision Tree is one of the algorithms that do not need pre-feature selection procedure since it is doing the selection while training. Under the training, a feature summary is created internally and features with weight 0 are not used by any tree splits [4].
2.2.3 Support Vector Machine (SVM)

SVMs have strong theoretical foundations and excellent empirical successes [35]. SVM method is one of the most recommended algorithms in classification problem [21]. In this algorithm, each data item is plotted as a point in n-dimensional space where n is the number of features, with the value of each feature being the value of a particular coordinate. The goal is finding the hyper-plane that differentiate the classes very well [33]. It means SVMs maximize the margin around the separating hyperplane (Figure 3).

![Support vectors](image.png)

**Figure 3: Hyper-plane of support vector machine**

If the training data is linearly separable, then a pair \((w, b)\) exists such that

\[
\begin{align*}
w^T x_i + b & \geq 1, \text{ for all } x_i \in \text{ Positive instances} \\
w^T x_i + b & \leq -1, \text{ for all } x_i \in \text{ Negative instances}
\end{align*}
\]

Where \(w\) is a weight vector and \(b\) is bias.

The width of margin will be \(2/||w||\). Hence, the maximization can be converted to minimizing the \(||w||\). Therefore, the minimization can be set up as a convex quadratic programming problem:

\[
\begin{align*}
\min f : 1/2||w||^2, \\
\text{subject to } y_i(w^T x_i + b) & \geq 1.
\end{align*}
\]

Once the optimum separating hyperplane is found, data points that lie on its margin are
known as support vector points and the solution is represented as a linear combination of only these points. Other data points are ignored.

Most real-world problems involve non-separable data for which no hyperplane exists that successfully separates the positive from negative instances in the training set. One solution to the inseparability problem is to map the data onto a higher dimensional space using kernel tricks [39] and define a separating hyperplane there. With an appropriately chosen kernel functions of sufficient dimensionality, any consistent training set can be made separable [21].

SVMs have high-variance which may lead to overfitting problem [21]. Therefore, feature selection procedure is needed before modeling.

2.2.4 Artificial Neural Network

Artificial neural networks are mathematical models inspired by the organization and functioning of biological neurons. One of the advantages of ANNs over statistic methods is that ANNs can be mathematically shown to be universal function approximators [15]. This means that artificial neural networks can automatically approximate whatever functional form best characterizes the data. There are widely usages of ANNs, like modeling real neural networks, pattern recognition, forecasting and data compression [11].

In ANNs, weights assigned with each arrow represent information flow. The weights are initialized with random values. Each training set is then presented for the perceptron in turn. An activation function Act is introduced for calculating the expected output $a_i$ from each related input $x_0, x_1 \ldots x_j$:

$$a_i = Act(\sum x_jw_{ji})$$

For every input set, the output from the perceptron is compared to the desired output $y_i$. If the output is not as desired, the weights will be adjusted on the currently active inputs towards the desired result by doing [29]:

$$e_i = y_i - a_i$$

$$\nabla w_{ji} = \alpha e_i x_j$$

$$w_{ji} \leftarrow w_{ji} + \nabla w_{ji}$$

In which $\alpha$ is the learning rate that decides the speed of learning.
The ANNs which have one or more hidden layers called multi-layer perceptron (MLP) (Figure 4). The MLP is divided into three layers: the input layer, the hidden layer and the output layer, where each layer in this order gives the input to the next. The extra layers gives the structure needed to recognize non-linearly separable classes [26].

Similar to SVMs, ANNs have high-variance as well [21]. Therefore, feature selection procedure will be applied before modeling.

2.3 Evaluation Methods

Since more and more researchers has been realized that simple classification Accuracy is often a poor metric for measuring performance [9] [8], two advanced methods are chosen in this thesis to evaluate the quality and effectiveness of machine learning models.

2.3.1 ROC Curve and AUC

A receiver operating characteristics (ROC) chart is a technique for visualizing, organizing and selecting classifiers based on their performance. Recent years an increase in the use of ROC graphs in the machine learning domain has been seen [8]. The ROC chart shows false positive rate (1-specificity) on X-axis, the probability of target is 1 when its true value is 0, against true positive rate (sensitivity) on Y-axis, the probability of target is 1 when its true value is 1. Ideally, the curve will climb quickly toward the top-left meaning the model correctly predicted the cases. The diagonal line in Figure 5 is for a random model. Each binary classifier (for a given test set of examples) is represented by a point on the graph. By varying the threshold of the probabilistic classifier, a set of binary classifiers are obtained, represented with a set of points on the graph. ROC curve is independent of the threshold value of classifiers and is therefore suitable for comparing classifiers when the threshold may vary [40].
Area under ROC curve (AUC) is often used as a measure of quality of the classification models [40]. A random classifier has an area under the curve of 0.5, while AUC for a perfect classifier is equal to 1. In practice, most of the classification models have an AUC between 0.5 and 1 (Figure 5). An area under the ROC curve of 0.8, for example, means that a randomly selected case from the group with the target equals 1 has a score larger than that for a randomly chosen case from the group with the target equals 0 in 80% of the time.

![ROC and AUC](Figure 5: ROC and AUC)

### 2.3.2 Lift Charts

Lift is a measure of the effectiveness of a predictive model calculated as the ratio between the results obtained with and without the predictive model [14]. For example, suppose a population has an average positive rate of 10%, but a certain model has identified a segment with a positive rate of 30%. Then that segment would have a lift of 3.0 (30%/10%). In a cumulative lift chart (gains chart), the input of a lift curve is sorted by the scores from the training model from high to low. The y-axis shows the true positive numbers. The x-axis shows the percentage of total data in the sorted order. The baseline (red line in Figure 6) represents the expected number of positives we would predict if we did not have a model but simply selected cases at random. It provides a benchmark against which we can see performance of the model. The green line represents the perfect lift curve. Lift curves in reality usually lies between the green line and red line.
2.4 Summary of Literature Study

Based on the studies in this chapter, the learning process and methods shows in Figure 7. Forward selection will be applied before training models with SVM and ANN, while Boosted Decision Tree will be used without feature selection. At the end, ROC chart and lift chart will be used to evaluate the models.

Figure 6: cumulative lift chart

Figure 7: Learning process and methods
3 Methods and Experimental Result

The main experimental findings are presented in this chapter. A brief description about data collection and cleansing will be presented in the first section. Learning evaluation will be described in the second section.

3.1 Data Collection and Cleansing

As it is described in Section 1.4, 3000 balanced samples are collected. Each sample has a table which contains all training records under year 2016, from which arbitrary three-month records will be used as input for non-churn samples and the record contains the latest three months before churning will be selected for churned samples. A database is built to store and process the raw data to an organized dataset which models can recognize. In the final dataset, each row represents a customer and columns present the attributes related to customers. Most of attributes generates as training frequency by certain period of certain form.

After aggregation, 198 columns are generated. The data points with empty value by any attribute were removed from the dataset. At the end, 2803 data points are valid among which 1219 are customers who are churned.

3.2 Learning Evaluation

Section 2.4 shows the learning process based on literature study. Under feature selection, different numbers of relevant attributes were tested for training the models based on ANN and SVM algorithm in order to avoid the overfitting problem. Even though it was mentioned that the Boosted Decision Tree model does not need feature selection, feature selection was applied to test if this assumption holds in this project. Different parameter choices for algorithms were tested on each models. The results below show the optimal combination of parameters of each algorithm.

The ROC curves at Figure 8 show that ROC curve of Boosted Decision Tree is closest to the left-top corner of charts. The AUC values of the models which are generate by these three algorithms are presented at Table 1. The values indicate the model trained by Boosted Decision Tree scores best of all three. And the feature selection procedure affect little learning process for all three algorithms if the number of features is greater and equals to 20.
Figure 8: ROC curves

![ROC curves of Boosted Decision Tree (blue curve) and ANN (red curve)](image1)

![ROC curve of SVM](image2)

Table 1 AUC Values of Models

<table>
<thead>
<tr>
<th>number of features</th>
<th>Boosted Decision Tree</th>
<th>ANN</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.817</td>
<td>0.813</td>
<td>0.797</td>
</tr>
<tr>
<td>20</td>
<td>0.876</td>
<td>0.814</td>
<td>0.800</td>
</tr>
<tr>
<td>30</td>
<td>0.866</td>
<td>0.816</td>
<td>0.795</td>
</tr>
<tr>
<td>40</td>
<td>0.868</td>
<td>0.814</td>
<td>0.799</td>
</tr>
<tr>
<td>50</td>
<td>0.864</td>
<td>0.818</td>
<td>0.798</td>
</tr>
<tr>
<td>All</td>
<td>0.867</td>
<td>0.820</td>
<td>0.786</td>
</tr>
</tbody>
</table>

Figure 9 presents lift charts of three models. Among top-10%-percentile, the model of Boosted Decision Tree catches about 70 churners while models of ANN and SVM catch around 60 respectively. Among top-50%-percentile, the model of Boosted Decision Tree catches more than 300 churners while models of ANN and SVM catch around 280 and 275 respectively. This indicates that the Boosted Decision Tree model has the highest lift value; thus, it is the most effective classifier among all three in general.
Figure 9: Lift charts

(a) Lift charts of Boosted Decision Tree (blue curve) and ANN (red curve)

(b) Lift chart of SVM
4 Discussion

It is described in Section 1.2, feature selection is one of the steps of churn prediction. However, as the evaluation presented in Chapter 3 indicates, the feature selection procedure has little impact on the learning process for all three algorithms in this project. This can possibly due to two reasons. Firstly, the dataset has high quality; thus, there is no significant over-fitting problem in the dataset. Secondly, the feature selection method used in this project is unsuitable for all three learning algorithms. Due to the time limitation, more feature selection methods could not be tested in this project. Therefore, one suggestion for the future research is to compare different feature selection methods for churn prediction models.

The result also indicates the Boosted Decision Tree algorithm creates the most effective classifier with high quality based on AUC values and Lift charts in this thesis project. Unlike the result presented in [6] that SVMs work well as classifiers, SVM is actually the worst algorithm compared with the other two. I assume there is big difference of datasets from [6] and this thesis.

On the other hand, there is no guideline which can claim certain feature selection methods or machine learning algorithms are absolutely best. The answer is always "It depends!". Even the most experienced data scientists cannot tell which algorithm will perform best before trying them [2]. It makes sense in a way that each dataset has unique features and factors which makes it hard to reproduce others learning process. Moreover, parameter settings of most learning algorithms which affect the learning speed and learning Accuracy are different and it is difficult to know the optimal combination without testing many times. Therefore, one suggestion regarding method choice is choosing several suitable methods based on previous experiments and surveys and try them.

In this thesis, ROC, AUC and Lift were used for evaluation as Accuracy Rate does not give much information as evaluation merit. Which model is relatively better can easily be seen under comparison. However, there is no research which has been done to indicate how good a model is based on its AUC and lift value. Thus, it is hard to identify whether a model is "good enough". On the other hand, it is important to know how good a model is which can to some extent imply the value of the model from business’ perspective. Therefore, one suggestion for future work is to develop and explore a more complete system for evaluation of models’ value.

The models built in this project used one-time learning: only certain period data is used and models are trained one time. The prediction ability of this kind of learning model may decrease as time goes by. Hence, lifelong machine learning models can be a big help to solve this problem. As in lifelong machine learning, models can automatically take in new-generated data and automatically modify themselves in order to keep the timeliness of the models.

Churn prediction models are essential for CRM since it may help the companies to save the customers who want to leave. In this thesis, machine learning has showed its capability
of using and creating customer-specific data. In fact, this capability can lead to machine learning being involve in entire customers’ life circle. For example, when a customer joins a company, the company can recommend the most suitable products according to specific profile through learning process. During the membership period, actions can be take to enhance user experience based on data like shopping record. Hereafter, churn prediction can be applied to prevent the customer from terminating his membership. In a word, machine learning holds significant potential regarding developing customer relations which may be a big help for companies concerning CRM and decision making.
5 Conclusions

In this thesis, forward feature selection was used for data preprocessing in Chapter 3. Boosted Decision Tree, ANN and SVM were applied to build three machine learning models of customer churn prediction for monthly-paying customers in fitness industry. ROC charts, AUC value and lift charts were used for evaluation. According to the experimental result, the model based on Boosted Decision Tree has the best quality and effectiveness of all three models. During the experiment, several problems like algorithm selections and model evaluations were addressed and suggestions were made. More completed evaluation system for model value evaluation can be considered in the future research. Furthermore, machine learning has capacity to be engaged more in business management especially CRM. Hopefully, more advanced and complex models can be developed to assist more industries and companies.
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