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Abstract

Thanks to improvements in technology more data than ever before is generated in almost all fields of science and industry. The data is analyzed to hopefully provide valuable information and knowledge about a product or process, such as how to improve the quality of a manufactured product.

Analysis of collected data is often performed on a single dataset or data source at a time. In this thesis, I have focused on multiblock analysis, a concept that includes multiple sources or data blocks. Analogous to how the human senses combine to let us experience the world around us, multiblock analysis integrates multiple data sources, providing a fuller examination of the product or process under study.

My thesis introduces Joint and Unique Multiblock Analysis, JUMBA, a complete analysis workflow for data integration. I describe each step of JUMBA, including data pre-treatment, model building and validation as well as model interpretation. Special focus is put on several newly developed visualizations for model validation and interpretation to make it as easy as possible to draw conclusions from the analysis.

By reading my thesis, the reader will gain a working understanding of the process of performing multiblock analysis, including solutions to common problems that are often encountered.
Sammanfattning på svenska

Tack vare tekniska framsprång genereras det idag stora mängder data inom forskning och industri. Genom att analysera sådana data kan det i slutändan leda till att värdefull kunskap om en produkt eller process erhålls och kvaliteten på de studerade produkterna därmed kan ökas.

Analysen av data sker ofta på en enda datakälla, som då representeras av en matris, även kallat ett datablock. I denna avhandling har jag istället fokuserat på koncept som kan analysera flera datakällor samtidigt och integrera dessa. I likhet med hur människans sinnen låter oss uppleva världen runt omkring medför integrerandet av flera datakällor att undersökningen av en produkt eller process blir mer omfattande.

I min avhandling introduceras arbetsflödet JUMBA (Joint and Unique Multiblock Analysis, eng), som är ämnat för att utföra en fullständig integration av data. Jag beskriver varje enskilt steg av JUMBA, allt från förbehandling av data till byggande och validering av modeller samt deras tolkning. Jag har lagt särskild vikt vid att beskriva flera nyskapade typer av visualiseringar som underlättar att korrekta slutsatser kan dras från analysen.

Jag hoppas att läsaren av min avhandling kommer få förståelse för hur man utför analys av flera datablock och denne hittar även lösningar på problem man normalt sett kan ställas inför vid genomförandet.
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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CV</td>
<td>Cross Validation</td>
</tr>
<tr>
<td>DA</td>
<td>Discriminant Analysis</td>
</tr>
<tr>
<td>DoE</td>
<td>Design of Experiments</td>
</tr>
<tr>
<td>IR</td>
<td>Infrared Spectroscopy</td>
</tr>
<tr>
<td>JUMBA</td>
<td>Joint and Unique Multiblock Analysis</td>
</tr>
<tr>
<td>LV</td>
<td>Latent Variables</td>
</tr>
<tr>
<td>MIA</td>
<td>Multivariate Image Analysis</td>
</tr>
<tr>
<td>MLR</td>
<td>Multiple Linear Regression</td>
</tr>
<tr>
<td>MSC</td>
<td>Multiplicative Signal (or Scatter) Correction</td>
</tr>
<tr>
<td>MVA</td>
<td>Multi-Variate Analysis</td>
</tr>
<tr>
<td>NIPALS</td>
<td>Non-linear Iterative Partial Least Squares</td>
</tr>
<tr>
<td>NIR</td>
<td>Near Infrared Spectroscopy</td>
</tr>
<tr>
<td>OSC</td>
<td>Orthogonal Signal Correction</td>
</tr>
<tr>
<td>O-PLS</td>
<td>Orthogonal Projections to Latent Structures</td>
</tr>
<tr>
<td>O2PLS</td>
<td>Bidirectional O-PLS</td>
</tr>
<tr>
<td>OnPLS</td>
<td>Multiblock O-PLS</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Component Analysis</td>
</tr>
<tr>
<td>PLS</td>
<td>Projections to Latent Structures</td>
</tr>
<tr>
<td>$Q^2$</td>
<td>Goodness of Prediction</td>
</tr>
<tr>
<td>$R^2$</td>
<td>Goodness of Fit</td>
</tr>
<tr>
<td>RMSEP</td>
<td>Root Mean Square Error of Prediction</td>
</tr>
<tr>
<td>SNV</td>
<td>Standard Normal Variate</td>
</tr>
<tr>
<td>SS</td>
<td>Sum of Squares</td>
</tr>
<tr>
<td>SVD</td>
<td>Singular Value Decomposition</td>
</tr>
<tr>
<td>TOP</td>
<td>Transfer using Orthogonal Projections</td>
</tr>
<tr>
<td>UV</td>
<td>Unit Variance</td>
</tr>
</tbody>
</table>
Chapter 1

Fundamental concepts in data analysis

If I have seen further it is by standing on the shoulders of Giants.

Sir Isaac Newton

The amount of data generated in almost all fields of life has increased manyfold in the past decades, often thanks to computerization in almost all areas of industry and science. It is getting increasingly cheaper to measure and store data related to almost any type of process. Hence, there is currently more data than ever, but it needs to be analyzed and understood before it adds value, i.e. converted into information that can provide answers, for example to social, biological or chemical questions.

There are a multitude of problems facing anyone aiming to extract the information, however. Data can contain large amounts of noise, i.e. unstructured data that is not related to the focal problem. Such noise can have several origins, such as invalid sample treatment before measurement or instrumental inaccuracies.

Another type of interference can be in the form of signal that is not related to studied process but rather to some other process or question. Data can also be skewed or biased, for example with regards to gender or age distributions in clinical studies. Missing data can also be a problem, especially if such data is not missing at random but rather missing due to some other factor, such as one specific group avoiding answering certain questions in a questionnaire.
1. Fundamental concepts in data analysis

Furthermore, data from a single source (e.g. an instrument) is often unlikely to completely explain the variation in all the potentially relevant features of samples. An obvious example is that humans and other animals acquire, process and integrate complementary information from multiple senses (taste, sight, touch, smell, and sound) in their interactions with the world. Merging or integrating multiple sources of data has more recently become increasingly relevant as the total amount of data grows and our ability to measure multiple facets samples increases. [1].

Such integration of data from multiple sources is the main focus of this thesis, and the information in this chapter provides foundations for understanding the following chapters.

1.1 Chemometrics

Chemometrics [2, 3] can generally be considered a field within the broader scope of machine learning. Machine learning is a very broad field which general consists of different algorithms and statistical models which aim to extract information from almost any type of data, without being explicitly told exactly how.

These aspects of machine learning are also included in chemometrics, and they share many ideas and overall properties. As implied by the name, however, chemometrics is a field in which various tools and ideas are applied to extract information from chemical systems. As summarized by Svante Wold [4]:

"Chemometrics is the branch of chemistry concerned with the analysis of chemical data (extracting information from data) and ensuring that experimental data contain maximum information (the design of experiments)."

Both oarts (design of experiments and extraction of data) are briefly covered in this chapter.

1.2 Design of experiments

Design of experiments (DoE) [5, 6], sometimes called experimental design, is a concept that permeates chemometrics. The core of DoE is to gain as reliable and representative data as possible with respect to a specific question while minimizing the number of experiments required to do so.

Acquisition of representative data is absolutely crucial for successful analysis. Also, reducing the number of experiments has obvious benefits when there are cost, time or availability of material constraints. The aim of DoE is to optimize factors (experimental settings such as concentration, temperature or sample treatment) with regards to some desired effect, such as maximizing efficiency or minimizing cost [5, 6].
1.3 The concept of models

To address questions concerning a complex system, a *model* of the system can be used. Models are simplified reflections of reality and are not expected to perfectly represent the real world, but are still useful and can be used to both interpret and predict real-world phenomena [7, 8, 9]. There are various types of models, and their foundations may range from limited information about the phenomena they are intended to represent to 'deep knowledge' or first principles of the field, such as fundamental physical laws governing phenomena such as energy balances and heat transfer [10]. This thesis focuses on the former type: empirical models created from data generated by measuring samples. Models based on first principles generally have very broad scope, i.e., they enable accurate extrapolation, while empirical models at best have verifiable validity within the experimental space covered by the samples.

1.4 Data structures, matrices and data blocks

Within most fields of science, conducted experiments produce some way to characterize observations (samples, individuals, etc.) using some sort of variable (property or characteristic) such as temperature, density and so on. Measured observations and variables can be combined into a data matrix or *block*. A block is an $m \times n$ matrix, where each row ($m$) represents a single observation (e.g. sample, time point, etc.) and each column ($n$) represents a measured property (e.g. wavelength, weight, concentration). Consequently, measurements of height, weight and age of 10 patients would result in a matrix of size $10 \times 3$. Each entry in the block is represented by a numerical value, and in this thesis all analyzed data are assumed to be in this format. If the measured property is categorical or logical (true or false), the values must first be converted into numbers, e.g. 1 and 0 for true and false, respectively. If there are multiple options, the separate values are assigned a new column with 1 where applicable and 0 for the other columns, so-called *dummy variables* [11].

By convention, when a single block is being analyzed it is called $X$, and consists of the measured observations and variables. If another block is involved it is called $Y$, which often consists of response variables and generally the goal of the analysis is to explain their responses, i.e., identify the underlying causes and factors responsible for observed variation in the $Y$ variables, and if possible predict their variation in other cases. For example, if $X$ consists of measurements from a
near-infrared instrument, $Y$ may be the concentrations of some constituent(s) in the analyzed samples.

1.5 Supervised and unsupervised data analysis methods

For the methods used in this thesis, the concept of unsupervised and supervised methods is crucial. Unsupervised methods only consider the input data and without further guidance seek signals, trends and/or clusters in the data. They include Principal Component Analysis (PCA) [12], described in 1.8.1, *Principal Component Analysis*, clustering methods (e.g. hierarchical cluster analysis [13, 14] and K-means clustering [15]) and autoencoders [16].

Supervised models are instead guided towards either regression or classification. Regression models predict quantitative numerical values such as quantities or size, while classification models predict qualitative discrete or categorical output, for example gender or type. For supervised methods to work, each sample must have a corresponding label or *response* which should be predictable given the input data. A dataset or block pertaining to a set of samples could consist of near-infrared spectra of apples, and the responses could be their sugar contents (modelled by regression) [17] or information on whether they are bruised or not (classification) [18]. Examples of supervised methods include use of support vector machines (SVM) [19], various artificial neural networks (e.g. convolutional neural networks (CNN) [20]) and Projection to Latent Structures (PLS) [21].

The type of method that should ideally be applied always depends on the problem that needs to be solved, but it is often preferable to initially analyze data using an unsupervised method, such as PCA (see 1.8.1, *Principal Component Analysis*), which has no inherent bias. Some suitable cases for using the methods are described below.

1.6 The concept of latent variables and their models

A fundamental principle in chemometrics is the idea of latent variables. These are 'hidden' variables which are not directly observed but can be inferred from a combination of other variables that can be measured [7, 11, 22]. An example of a latent variable is the physical health of a patient, which can be estimated by measuring related metrics such as cholesterol level, weight and blood pressure.

The concept of latent variables enables us to reduce a complex system characterized by a large number of measured variables in terms of a lower number of latent variables. During analysis, latent variables replace the original
1.7. Data pre-treatment prior to modeling

variables, reducing complexity and simplifying analysis while still retaining most of the original content in the data.

The methods described here are linear methods, i.e. an implicit assumption is that the latent variables have linear relationships with corresponding original variables.

In contrast, nonlinear methods, as the name implies, are used to study nonlinear relationships. Examples of such methods include spline-PLS (SPL-PLS) [23] and various techniques involving use of neural networks [24], but they are not addressed in this thesis. However, even if the analyzed block(s) contain(s) data with nonlinear relationships, it is usually possible to change or transform them into relationships that are sufficiently close to linear to allow use of linear methods. For more details see 1.7, Data pre-treatment prior to modeling.

The linear methods in this thesis involve use of so-called components to represent linear latent variables. Essentially, variables measuring the same thing in a focal set of samples are merged into a single variable, or score vector (denoted $t$), which has one value per observation in the original block. Contributions of variables to the score are known as loading vectors (denoted $p$), or simply loadings, with one value per original variable. Note that there is normally no guarantee that a single component will correspond to a single latent variable, although some methods try to find such correspondence (e.g. single-Y O-PLS, see 1.8.3, Orthogonal Projections to Latent Structures).

The merging of variables relates to the problem of multicollinearity. Multicollinearity happens when variables have a strong linear relationship with another, i.e. correlate strongly and are not independent. It will inevitably occur when the number of variables is larger than the number of observations (i.e. $n > m$) [25]. However, even if $n < m$, the variables measured on real-world samples often intrinsically correlate [26] as they (indirectly) measure the same latent variable. The presence of such correlating variables prohibits use of some regression methods, and introduces problems in assessing the relative importance of variables with other methods [25, 27]. Solutions in these cases include removal of affected variables until no multicollinearity remains, or summation of variables that correlate. However, multicollinearity has much less impact on results obtained using other methods, including the latent variable methods used in the studies underlying this thesis [28, 26]. In fact, principal component analysis, a latent variable method described below, can be used as a pre-treatment to solve multicollinearity when other methods are used [29].

1.7 Data pre-treatment prior to modeling

Sometimes data must be modified to improve its suitability for handling by the methods described here as they are based on minimizing errors in a least-squares sense. In most cases, the objective of the modification is to allow each variable to have equal influence on the final model, and this will not be the case if some
variables have much higher values or much higher spread than the others. For example, if weight is measured in grams and height is measured in meters, reasonable values for a person in a sampled population may be 80000 g and 1.8 m, respectively. If the data are not modified, the weight will completely dominate a height and weight model of the population simply because its values are larger.

To solve these problems, data are generally pre-treated to give each variable equal influence. Two common methods are column-centering or centering and scaling to unit variance (UV), sometimes called standard deviation scaling. UV scaling means dividing values of each variable by its standard deviation, causing each variable to have the same spread, regardless of the original scale. To column-center variables, the mean of each variable is subtracted from all of its values. Applying both methods results in the mean of each variable being 0, and its standard deviation 1, a combination often called autoscaling, as visualized in Figure 1.1.

![Figure 1.1](image)

Figure 1.1: Representation of how variables are scaled using a combination of UV scaling and column-centering. Each box represents a variable, with the central line representing the mean and the length between the middle and each end the standard deviation. Initially (left) the variables differ in terms of both mean and standard deviation. After applying unit variance (UV) scaling, the means are unchanged but the standard deviations of all the variables are the same (middle), and after column-centering both their means and standard deviations are equal (right).

Data are almost always column-centered because otherwise the first component will largely reflect the average point of each variable relative to the origin, essentially centering the data, rather than the greatest variation. UV scaling can however be omitted in cases where all variables are known to be on the same scale and the loadings of the model should be on the original scale, e.g. when analyzing spectral data.

Other pre-treatments that may be applied include various transformations of non-linear data that increase their approximation to linearity, e.g. log
1.8. Common modeling methods

transformation [30], used in Paper IV, and square root transformation [12]. A combination of components may be able to explain non-linear data, but not necessarily [7], therefore these pre-treatments are often preferable as they help reduce model complexity.

More specialized pre-treatments include spectra-specific transformations, such as several intended to remove scatter effects in NIR spectra, for example Multiplicative Scatter Correction (MSC) and Standard Normal Variate (SNV) correction [31]. The latter was used in Papers I and II. Both approaches are useful for correcting slope and baselines of spectra, often caused by physical or instrumental variations. Another example is cross-contribution compensating multiple standard normalization (CCMN) [32] used in Paper IV to remove run order and batch effects.

1.7.1 Separating interfering variation

Real-world datasets often contain variation that is related to the focal phenomenon/process and other variation that is not related to it. The unrelated, or orthogonal variation, can interfere with the interpretation of models. Orthogonal variation may, for example, be caused by differences in the gender or age of patients, when the aim of the study is to find variation related to a disease. Even if such variation has structure, if it is unrelated to the response it should be analyzed separately. For this reason, solutions that separate orthogonal variation have been developed with the intention to facilitate interpretation of models.

An example is orthogonal signal correction, OSC [33]. OSC is applied to the data before analysis to remove orthogonal variation. After the orthogonal variation has been removed, the remaining variation is then analyzed using conventional methods such as PLS (described below).

1.8 Common modeling methods

This section describes several of the most commonly used models within the field of chemometrics.

1.8.1 Principal Component Analysis

Principal Component Analysis (PCA) [12, 34] is an unsupervised method, i.e. it focuses solely single block denoted $X$. PCA is widely used in chemometrics and is often considered the "workhorse" [35, 36] that is used as the first step in data analysis.

The aim of PCA is commonly to identify outliers in the data, groupings and trends between both observations and variables.
PCA does this by decomposing $X$ into several components that explain successively decreasing amounts of variation, essentially explaining the many variables in $X$ using a smaller set of new variables. Because of this feature, PCA can be used as a dimensionality reduction technique [37, 38, 39]. The feature also allows it to be resistant to problems with multicollinearity (see 1.6, The concept of latent variables and their models) as similar variables are combined, as long as a reasonable number of components are extracted (see below).

The decomposition of the original block of data $X$ can be written as:

$$X = TP^T + E$$

where $T$ represents a matrix of score vectors, $P$ represents a matrix of loading vectors and $E$ is the residual. Note that the scores values are constrained to be orthogonal, i.e. unrelated to each other. The residual represents the variation in the data that could not be extracted into components, and is usually referred to as unstructured variation or noise. The PCA decomposition is visualized in Figure 1.2.

Figure 1.2: Decomposition of $X$ of size $m \times n$ by PCA using $k$ components. The scores ($T$) represent the observations in the original block, while the loadings ($P$) represent the original variables. The scores are of size $m \times k$ while the loadings are of size $n \times k$. Note that the loadings have been transposed for this visualization.

Extracted components can be visualized and analyzed separately, providing insight into both the relationships between the observations in the original data, and between the original variables.

In PCA, the maximum number of components that can be extracted from $X$ corresponds to the number of linearly independent columns or rows there are in $X$, i.e. the rank of $X$. However, extracting the maximum number of components is not desirable, except in special cases, as it leads to overfitting [40]. As components are extracted in order of the amount of variation they explain, extraction generally stops when further components explain too little variation. The threshold for this is case-specific, nontrivial to determine, and often done using some sort of model validation technique (see 1.9, Model metrics and validation). Recent literature has described additional methods to determine the ideal number of components to extract [41].
1.8. Common modeling methods

1.8.2 Projections to Latent Structures

Projections to Latent Structures (PLS), originally known as Partial Least Squares [21, 42] is a supervised linear regression method, capable of finding the linear relationship between two blocks: X (sometimes called the predictors) and Y (the responses). PLS is widely used to predict values of Y given X in diverse industrial, medical, chemical and many other fields. This often involve cases where X can be easy to measure but Y is expensive, slow or in some other way cumbersome to determine [42].

In PLS, similarly to PCA, each block is decomposed as shown in Equation (1.2).

\[ X = TP^T + E \]
\[ Y = TC^T + F \]  

(1.2)

Here, T is a matrix of score vectors for X, while P and U are the matrices of loading vectors for X and Y, respectively.

The PLS algorithm works by finding the underlying structure in both X and Y, and seeking the largest covariance between them. Finding the underlying structure in each block that maximizes the covariance leads to the ability to predict unknown values of the response Y for a measured sample in X. As in PCA, the loadings can be analyzed to determine which original variables in X are most strongly related to Y.

A special case of PLS, PLS - Discriminant Analysis (PLS-DA), is intended for classification, i.e. determine the class of each observation [43]. This is useful in cases where the response values are not numbers but categories, for example gender or country of origin.

1.8.3 Orthogonal Projections to Latent Structures

Orthogonal Projections to Latent Structures, or O-PLS [44], is an extension of PLS, where an orthogonal filter (similar to OSC) is added to the main PLS algorithm. This has the benefit of separately extracting the orthogonal information, i.e. the information that is not related to the response of interest, while retaining the predictive ability of regular PLS [45]. The decomposition is thus:

\[ X = T_o P_o^T + T_p P_p^T + E \]
\[ Y = T Q^T + F \]  

(1.3)

While the decomposition of Y is equivalent to PLS, X is instead split into the predictive scores and loadings \( T_p \) and \( P_p \) and the orthogonal scores and loadings, \( T_o \) and \( P_o \). The different parts can be visualized separately to obtain insight into the different types of variation in the data. The predictive part contains variation
related to \( Y \), while the orthogonal part contains variation unrelated (orthogonal) to \( Y \). The difference is visualized in Figure 1.3, which shows that PLS uses a mix of two components to determine class, but a single predictive component is sufficient for O-PLS. In the example, we can see that the orthogonal component (the Y axis, marked \( t_o \)) contains only variation that is unrelated to the problem at hand. Having separated the variation, conclusions can be drawn regarding the relevance of each variable. For example, as the predictive component only contains variation relevant to the study, the most important variables can be determined by interpreting the predictive loadings \( P_p \), using for example an S plot or shared and unique structures (SUS) plot \([46, 47]\). Similarly, the orthogonal loadings \( P_o \) can be interpreted to determine which variables are not relevant to the study but rather to some other process or phenomena. By combining the information on variable relevancy from both sources, variables that are irrelevant to the study can be determined, i.e. variables that are not used in any direction (e.g. noisy) or variables that provide no predictive benefit. Such variables could then be omitted from future studies.

Extracting the orthogonal variation separately ensures that a maximum of one predictive component can be extracted in the case that there is only one response vector \( y \), and thus all response-relevant information is found in a single predictive component. This property of O-PLS further simplifies data analysis.

Like PLS, O-PLS can also be used for discriminant analysis and is then called OPLS-DA \([48]\).

![Figure 1.3: Visualized difference between PLS (a) and O-PLS (b) using identical simulated data. Two classes are marked using different colors (red and blue), and the direction of prediction is shown using an arrow. We can see that PLS uses both components (\( t_1 \) and \( t_2 \)) to determine the class, but O-PLS can remove the orthogonal variation, so thus a single predictive component (\( t_p \)) is sufficient to determine the class.](image-url)
1.8.4 O2-PLS

A further development of PLS and O-PLS, bidirectional orthogonal PLS (O2-PLS) [49], is a symmetric method. This means that instead of modeling the one-way relationship of $Y$ to $X$, as in (O-)PLS, the relationship is modeled in both directions and neither block is the ‘primary’ block.

The variation in each block is separated into unique variation, which only resides in one block, and the shared variation, which is shared between the blocks and the residual, as seen in Equation (1.4).

$$
X = X_J + X_U + E
$$

$$
Y = Y_J + Y_U + E
$$

Dividing the variation in each block into different parts simplifies analysis, providing greater understanding of the types of variation in the data. O2-PLS has been applied successfully in several studies, e.g. to integrate omics datasets such as NMR [50, 51, 52].

1.9 Model metrics and validation

Model validation is an essential step in data analysis to ensure that a model is reliable. To facilitate validation, numerous metrics have been developed that indicate the quality of models’ performance. Generally, these metrics are intended to describe how well a model describes the data it is generated from, how well the model describes future data, or a combination of both.

If too little of the relevant variation in the data is explained by the model it might be underfitted, meaning it is too simple to properly represent the data. In contrast, an overfitted model is overly complex, fitting the data excessively well and generally including noise. In most cases a model should be complex enough (i.e. have enough components) to properly represent the data while avoiding excessive modeling noise. Modeling the noise impairs predictions of observations outside the training set as they will not contain the same noise, so the predictions will be inaccurate.

1.9.1 Sum of squares

The models described here are based on minimizing errors in a least-squares sense, first the sum of squares (SS) metric must be introduced. To calculate SS for a matrix $X$, the matrix $X$ is first column-centered (See 1.7, Data pre-treatment prior to modeling). Each element in the column-centered matrix $X$ is then separately squared and the resulting products are summed, resulting in the SS value. So, $SS = \sum (X - \bar{X})^2$, where $X$ is the matrix and $\bar{X}$ is the column mean of $X$. This value is often specifically labelled the total sum of squares, but in this thesis if
not otherwise specified, SS refers to the total sum of squares. Dividing SS by the
degrees of freedom in $X$ results in the variance $\sigma^2$, and SS by itself is a measure
of the amount of variation in the whole matrix $X$.

1.9.2 Coefficient of determination (R2)

When assessing the performance of models described here, a common metric is
the coefficient of determination, $R^2$ ("R-squared"), or simply R2, which is the
fraction of variation that a model explains (in a least-squares sense), with values
ranging from 0 to 1. The calculation of R2 is shown in Equation (1.5). In this
equation, the predicted block refers to the reconstructed block being measured e.g.
$X_p = TP'^t$ for PCA.

$$R^2 = 1 - \frac{SS_p}{SS_o}$$  \hspace{1cm} (1.5)

where: $SS_p =$ Sum of squares of the predicted block
$SS_o =$ Sum of squares of the original block

This equation can be applied to any block included in the analysis, such as
R2X for $X$ or R2Y for $Y$. It can also be calculated for a component or for the whole
model. If the variables measured are relevant to the study, components explaining
the largest percentage of the sum of squares are more likely to be relevant to the
analysis. If some variables are not relevant to the study, the largest components
may explain some unrelated process or phenomena.

There is also no set cutoff point at which a component is no longer relevant, as
that depends largely upon the signal to noise ratio in the data. However, it should
to be stressed that R2 is not a measurement of how well a model can predict future
values, but strictly a metric of how well the model fits the data used to construct
it.

1.9.3 Cross-validated coefficient of determination (Q2)

Another model metric is $Q^2$ ("Q-squared") or simply Q2, which indicates a model’s
predictive ability. Q2 often used in combination with R2 for determining the
optimal number of components, and the two are expected to have similar values,
with Q2 being slightly lower than R2 but still above zero.

Q2 is calculated using cross-validation, i.e. dividing the observations in $X$ into
several parts, often 5-7 [11]. Each part is excluded once, and a model is built using
the remaining parts. The model based on the remaining observations is then used
to predict the excluded observations. When all observations have been excluded
and predicted once, the predicted observations can be combined into a predicted
block, labelled $X_p$, which is of the same size as the original block. The Predicted
Residual Error Sum of Squares (PRESS) value can then be calculated, as shown in Equation (1.6).

$$PRESS = \sum (X - X_p)^2$$  \hspace{1cm} (1.6)

where: $X =$ The original block  
      $X_p =$ The predicted block

PRESS describes the squared sum of the predictive errors. As this metric is described in relation to the size of the original variation, it can be difficult to compare. Thus it is usually represented instead in the form of $Q^2$ as shown in Equation (1.7).

$$Q^2 = 1 - \frac{PRESS}{SS}$$  \hspace{1cm} (1.7)

where: $PRESS =$ The predicted residual error sum of squares  
        $SS =$ The sum of squares of the original data

Calculating $Q^2$ normalized PRESS values, with 1 representing a perfect model. Zero or negative values are possible, and indicate that the model have no predictive ability. Possible reasons for negative $Q^2$ values include lack of relation between the measured data and response, or numbers of extracted components being either too low or too high. $Q^2$ values may also be low even for a model of a well-designed dataset containing relevant information, if each iteration of cross-validation removed observations containing unique information that was impossible to predict using the remaining observations. In such cases, cross-validation will give artificially low results.

On the other hand, if the dataset contains redundant observations, such as technical replicates, $Q^2$ can be artificially inflated if replicates are not excluded in the same iteration. In essence, the variation covered by the replicates will still be available during model building and overfitting will generate a high $Q^2$, although the high $Q^2$ will not reflect a real improvement in predictive ability. There is no specific (positive) cutoff point beyond which $Q^2$ is considered good or bad. In some types of studies, a $Q^2$ value of 0.5 is considered very good (for example metabolomics) while in others the same value would be unacceptable.

1.9.4 Root mean squared error metrics

In some cases, when predicting responses, metrics that estimate the model error in the same unit as the response are also useful. These includes the root mean square error of estimation (RMSEE), calculated using the whole fitted model, root mean square error from cross validation (RMSECV) based on the cross-validated response and root mean square error of prediction (RMSEP) [11]. RMSEP is applied in Paper II and uses an external set of data, a prediction set, to estimate the predictive ability of the model. The prediction set should contain observations
that are not included in model building. However, if the prediction set contains significantly different observations from the set used to create the model (the training set) performance will suffer, as the model will be forced to extrapolate. Additionally, the number of components in the model should not be based on the model’s performance with the prediction set, which could essentially be regarded as one cross-validation iteration (as described above). If these problems are avoided, the RMSEP should reflect the real-world predictive performance of the model.

In conclusion, different metrics have different uses for determining models’ quality. However, some circumstances can lead to the metrics misrepresenting their quality [53], including the presence of outliers and inappropriate treatment of data (see 1.9.7, Handling outlying observations, and 1.7, Data pre-treatment prior to modeling).

1.9.5 Correlation coefficients

Correlation coefficients (e.g. Pearson’s [54], Spearman’s [55] and, Kendall’s [56]) are metrics that describes the relationship (or association) between two variables, i.e. how one variable changes when the other changes. Pearson’s correlation coefficient (r), which was used in the studies this thesis is based upon, has a value between -1 and 1, depending on the covariance of the variables divided by the product of their standard deviations, and the correlation between vectors $x$ and $y$ is given in Equation (1.8).

\[
    r = \frac{\text{cov}(x, y)}{\sigma_x \sigma_y}
\]

(1.8)

where: $x, y =$ vectors of the same length
\text{cov} = \text{covariance} \\
\sigma = \text{standard deviation}

In essence, values of $r$ close to 0 imply that there is little or no linear relationship between the vectors $x$ and $y$, while values of $r$ close to -1 and 1 indicate a nearly perfect negative and positive relationship, respectively.

However, although a correlation coefficient is a very helpful tool, it can easily be misinterpreted for several reasons. First, correlation does not imply causation: changes in many strongly correlated variables are driven by the same underlying cause and neither directly causes the other to change. Causation cannot easily be resolved by statistics, at least without a time series of data (which enables tests of Granger causality in some circumstances [57]), and specific analysis is generally required. Additionally, if the number of observations is low, one or a few observations can have a high impact and cause high correlation, even (in extreme cases) when there are many uncorrelated observations in the dataset (see 1.9.7, Handling outlying observations).

It is also possible that some clusters or trends in the variables may cause the correlation coefficient to be misrepresentative [58]. If there is any doubt, the
variables could be plotted against each other (e.g. using a scatter plot) and the results visually verified.

1.9.6 Variable selection

The variables measured in a dataset are not always relevant for the studied problem and can instead interfere during both model building and its interpretation [59]. It can therefore be useful to identify such variables and perhaps exclude them.

In some cases, the procedure is simple as the variables may be noisy because of known instrumental problems. For example, in *Paper II*, wavelengths near the detection limits of the sensors used to acquire NIR data were excluded.

In other cases, where the reason for noisy variables is less clear, statistical metrics that indicate the importance of variables for the resulting models are available, such as variable importance on projection (VIP), selectivity ratio (SR) and significance multivariate correlation (sMC) [60, 59]. Variables with less than a certain threshold significance, according to one or more of these metrics, can be discarded.

Applying dimensionality reduction techniques (e.g. PCA [61]) is also an option. These methods address the problem that if the number of observations is lower (in many cases, much lower) than the number of variables, the variables cannot be linearly independent as the rank of the matrix is limited by the number of observations (see 1.6, *The concept of latent variables and their models*). The variables can therefore be replaced by a smaller set that represent the variation in the original variables [62]. In PCA, if a suitable number of components are extracted, the structured variation will remain, but the unstructured data (noise) will be removed. A downside of this approach is that the loadings of the new model now relate to these new variables (in PCA, the scores), losing the relationship with the original variables and hindering interpretation.

An alternative to simply removing the variables is to use regularized methods (e.g. regularized PLS [63]) which penalize variables deemed irrelevant without removing them from the dataset. This causes components to be sparser (not involve all variables) and thus easier to interpret.

In all cases of variable selection, it is essential to remember that removing variables because they do not agree with the hypothesis being tested (without any further justification) will result in a biased model that might not reflect reality, and such a model would require extensive validation.

1.9.7 Handling outlying observations

Outliers in data are generally described as specific observations that deviate to a significant degree from the norm. This may be due to measurement error or actual deviation in the sample properties. Dealing with outliers is nontrivial and widely discussed [64, 65, 66]. Outliers be classified as moderate or strong [11]. The
difference between the them is largely dependent on subjective interpretation, but generally they are considered moderate if they are unlikely to strongly influence the model, while strong outliers can change the direction of a component. Moderate outliers are usually removed before the modeling step, but strong outliers are often detrimental to any analysis and therefore removed. In both cases, the underlying reason for the outlier must be investigated.

If the outliers carry relevant information that represents intrinsic properties of the samples, rather than measurement errors, they must be accounted for in some way, or there are risks of misrepresenting the data.

Two metrics are often used in chemometrics to find outliers: Hotelling’s $T^2$-squared distribution (or simply Hotelling’s $T^2$) [67] and observation residuals, here represented by the distance to model in $X$ ($D_{modX}$) [11]. Hotelling’s $T^2$ is a generalization of Student’s $t$-statistic for multivariate purposes and can be used to generate a confidence interval for observations. The confidence interval is often plotted as an ellipse in score scatter plots, and an observation lying outside this ellipse can be considered an outlier.

$D_{modX}$ is a metric that measures the residuals $E$, i.e., the unexplained variation in each observation. A large residual implies that the corresponding observation is not well explained by the model. The standard deviation of the model residuals can be calculated and a significance threshold can be set (e.g. 95% or 99%). If the amount of residual variation in an observation is above the threshold, the observation is not well explained by the model and is therefore flagged as a possible outlier.

1.9.8 Handling missing values

Real-world datasets often contain missing values for various reasons (e.g. levels of variables may be below the detection range of an instrument, or not measured, or measurements may be lost) [68, 69, 70]. Some analytical procedures, such as PCA implementations using the NIPALS algorithm [71], can inherently handle missing data, usually at a cost of computational performance. When other algorithms, e.g., regular singular value decomposition (SVD) algorithms [72] are used, missing data must be properly handled, but the optimal approach depend on the reason that data are missing.

If the data are not missing at random, the reason for the absence (for example, values being below a detection limit or questions about sensitive issues, such as income, in a personal questionnaire not being answered at all) must be identified, and accounted for if necessary. Determining whether data are missing at random or not is challenging especially if the reason for their absence is not known in advance.

If data are found to be missing at random, entries for the missing values can be obtained by interpolation from existing data. A commonly used approach is to replace missing values with the mean or median value of the variable. Other approaches include creation of regression models to approximate the values [73],
to use of context-based rules that are application-dependent (e.g. replacing values below a biomarker detection limit [74]). Another option is to simply exclude the variable completely from the analysis. The main advantage of removal is that no invalid conclusions will be drawn based on potentially badly replaced values. If too many values of a variable are missing (a rule of thumb sometimes applied is more than 20% [71]), and the underlying cause is unknown this may be the safest approach. However, the downside is that potentially relevant information is lost.

Ultimately, whatever approach is taken, missing data will always impair the analysis as the missing values could have had great significance. Replacing the values before multivariate analysis ensures that the most statistically sound replacement method can be used, and (if properly reported) allows for greater transparency.

1.10 Ways to improve model quality

For several reasons, a model’s performance may not meet expectations.

The metrics and approaches mentioned in this chapter have been mainly concerned with measuring or addressing problems in the modeling, e.g., choosing a model of appropriate complexity, transforming the data appropriately or dealing with problematic values. However, poor model performance may not be due to deficiencies in model building, other possible reasons include lack of representative data and too much noise in the modeled dataset [7]. It may become apparent that samples (observations) lack representativeness of the whole population when a model is externally validated, e.g. using a validation set. If the measured data are simply not capturing information relevant to the response, due for instance to problems with measuring instruments or items in a questionnaire, the models will always perform inadequately, possibly with high R\(^2\) but low Q\(^2\). This is also true if the data or responses contain too much noise and no clear signal can be found, both R\(^2\) and Q\(^2\) will suffer, and the residual E will be large.

If samples are non-representative, the solution is often to expand the measured space (see 1.2, Design of experiments) and measure additional samples. On the other hand, if the samples are representative but simply too diverse, it may be better to use two or more local models, based on subsets of the samples. The smaller models will be more likely to accurately represent the variation within the subsets. If measured data are not representative, i.e. relevant information is simply not available, the study should be re-started using more relevant measurements.
Chapter 2

Data integration by multiblock analysis

It is a capital mistake to theorize before one has data. Insensibly one begins to twist facts to suit theories, instead of theories to suit facts.

Arthur Conan Doyle

Integrated analysis of more than two blocks simultaneously is referred to in this thesis as multiblock analysis. The concept is known by other names, such as data integration [75], multiview analysis [76], data fusion [77] and various similar names [1]. In some contexts, there are differences in objectives between these procedures, e.g., in data fusion new data are added to data previously used for modeling in order to obtain a more accurate portrayal of the focal process or phenomenon, while integration may involve combination of data from different sources to gain knowledge about it that would otherwise be unavailable. The second type of procedure, data integration, is the focus of this thesis. The goal is to combine complementary information from multiple sources to improve understanding of the studied system.

Use cases for integration can be when measuring the same sample on several instruments, each able to detect different phenomena. It could also be measuring the same sample at different time points or after different treatments. By combining the information from multiple sources the studied process can be
better understood.

2. Data integration by multiblock analysis

2.1 OnPLS

OnPLS, sometimes called Multiblock OPLS [78, 79, 80], is an extension of O2-PLS that allows analysis of two or more blocks simultaneously. The advantage of the OnPLS approach is that structures in the data (the components) of each block are split into different parts, which can be separately analyzed. The parts include the globally joint variation found in all blocks, the locally joint variation found in at least two but not all blocks, and the unique variation found in only a single block, as shown in Equation (2.1).

\[
X_i = X_G + X_L + X_U + E
\]  

(2.1)

OnPLS has been successfully applied, for example, to analyze omics data in characterization of *Populus* plants stress responses [81] and lung cancer [82]. Mathematical details of the rationale behind the inner workings in OnPLS are beyond the scope of this thesis and the reader is referred to previous literature [78, 79, 80], which provides a thorough mathematical description of OnPLS.

Other multiblock algorithms

Several comparable techniques to OnPLS have been designed to integrate multiple blocks of data. Early attempts include consensus PCA [83] and hierarchical PCA and PLS [84, 35]. The two hierarchical methods operate on different *levels*, essentially creating several separate PCA or PLS models to separate the content and improve interpretation. Other methods include DISCO-GCA and PCA-GCA [85], SO-PLS and PO-PLS [86, 87], MB-OPLS [88] and JIVE [89]. Several of the methods and their working mechanisms have been previously compared and explained [85, 90]. In addition, results of three approaches (JIVE, OnPLS and hierarchical modeling) are compared in *Paper III*.

Generally, all of these multiblock methods are likely to be better than the others for handling some real or simulated datasets. However, when properly applied they are all also likely to indicate similar patterns and trends to OnPLS, at least when there are significant patterns in the analyzed data. Hence, the others are mentioned here for the sake of completeness, but otherwise are beyond the scope of this thesis.

2.1.1 New implementation of OnPLS

To evaluate different approaches and solutions to problems, it is often necessary to change parameters such as data pre-treatment and algorithm thresholds. Clearly, faster feedback (i.e. faster execution time) is always preferable when dealing with
data analysis, as obvious problems can quickly be remedied. The main concern is simply that the problem space, i.e., possible component placement combinations, grows quickly with increases in the complexity of the data (number of components and especially number of involved blocks).

To combat this problem, two variants were previously introduced for component selection, called the *Full model* and the *Partial model* [80], with the latter intended to mitigate the problem. In both cases, the components containing all included blocks, the *globally joint* components, were extracted first. Thus, the combinations considered were only those involving the *locally joint* components, joint components not including all blocks. The full model approach evaluates all possible combinations of locally joint components, a task which quickly becomes unfeasible with increasing problem size. The partial model approach instead 'prunes' the possible options by quickly discarding options that are unlikely to prove useful, and is therefore less computationally intensive. The decision whether or not a joint component should be pruned is based on several metrics, including explained variance and correlation between the joint components.

These steps enabled creation of OnPLS models without resorting to use of computer clusters or similar solutions. However, the execution was still undesirably slow when analyzing large datasets pertaining to five or more samples, even using the faster method. This led to a new implementation of OnPLS, which was used in all the studies underlying this thesis, which is designed to retain the accuracy of the previous algorithm while improving execution speed.

The new implementation only considers the next selection step when placing joint components, assuming that selections with poor performance are immediately pruned. This has given good results during tests, and was responsible for much of the reduced execution speed of the algorithm.

Another large improvement in speed provided by prohibiting missing values in the data. This simple restriction has led to the ability to nearly always use faster algorithms such as Singular Value Decomposition (SVD) [91] rather than Non-linear iterative partial least squares (NIPALS) [22], which is otherwise commonly used for calculating PCA models with missing values. For more information on missing values, see 1.9.8, *Handling missing values*.

The end result of these changes is a significant increase in speed, at the cost of some accuracy as some options are not evaluated. To compensate for this, my colleagues and I (hereafter we) provided a set of visualizations showing the structure of the model along with the tools required to create an acceptable model, as described in the following sections.
2. Data integration by multiblock analysis

2.2 Joint and Unique Multiblock Analysis (JUMBA)

Joint and unique multiblock analysis (JUMBA) is a structured analytical workflow based on OnPLS. It was used in all of the Papers I-IV, but only specifically described as such in Papers II and IV. The steps were initially described briefly in Paper I, but formalized in Paper II.

For each considered block, $X_i$, the variation decomposed by JUMBA is summarized as shown in Equation (2.2).

$$X_i = X_{G} + X_{U} + E$$ (2.2)

This is a simplified schema of the decomposition applied by OnPLS (Equation (2.1)), as the components labelled globally joint and locally joint have been combined into a single set of joint components. The combination reflects the reduced emphasis in JUMBA of globally joint components, as there is no longer a constraint that forces joint components containing all blocks to be extracted first. An additional benefit is that the naming schema is simplified as all joint components are numbered in the order they appear (see 2.4, JUMBA naming convention for more details).

As with the other linear models discussed in this thesis, blocks are decomposed into scores summarizing observations and loadings describing variables’ influence on the observations. In JUMBA, joint components have highly correlated but separate sets of scores for each block.

2.3 The JUMBA workflow

The JUMBA workflow involves the following steps:

1. Pre-treatment of data
   - Align datasets (i.e. ensure observations match between blocks)
   - Run PCA analysis for overview and quality control of each dataset

2. Pairwise joint component determination
   - Run regression (e.g. PLS or O-PLS) between the pairs of blocks and use appropriate metrics to determine a suitable number of joint components

3. JUMBA model construction
   - Perform the OnPLS modeling steps described previously (2.1.1, New implementation of OnPLS) resulting in a JUMBA model
2.3. The JUMBA workflow

4. JUMBA model evaluation

- Create and inspect the correlation matrix plot (see 3.3.2, Correlation Matrix Plots) for unwanted correlations and check for outliers in the model components
- Potentially revise or repeat the workflow problems in the created model are identified (e.g. outliers)

5. JUMBA model interpretation

- Visualize and interpret the multiblock model using appropriate tools as described in 3.3, Multiblock visualizations
- Use standard chemometric tools such as loading plots to interpret specific contents in each block

This description differs slightly from the one presented in Paper II as the original steps 5 and 6 were merged. Each of the steps is described below.

2.3.1 Step I - Data pre-treatment

As described in 1.7, Data pre-treatment prior to modeling, data pre-treatment is essential to ensure that the dataset to be analyzed is suitable for the planned analysis. JUMBA is a linear method and the analytical steps share many properties with regular PCA. Generally therefore, the procedures used to prepare data for the other methods mentioned in this thesis could also be applied in JUMBA. If the data are skewed, transformations such as log can be used in attempts to improve the structure. UV scaling is also often used, except in such cases when it is unnecessary (as in Papers I and II, where the spectral information is in the same ranges).

Compression of datasets, for example by replacing the blocks by PCA scores, may be a valid approach if the number of variables is much larger than the number of observations, as described in 1.9.6, Variable selection. This can improve performance and given that the PCA model explains most of the source data, the model will be very similar, but interpretation will suffer as the loadings now reflect the new variables (i.e. PCA scores).

For the type of multiblock analysis presented in this thesis, observations must be aligned. This means that rows in the input matrix of one block must match the same rows in the other blocks being analyzed. The nature this match may vary enormously. For example, it may be by time (values for the same samples at different measuring times) or treatment (values for the same samples after a treatment or processing step) or any other identical feature that allows the analyst to consider them equivalent.

It should be noted that the current implementation of JUMBA does not allow any missing values (discussed in 1.9.8, Handling missing values), in order to improve execution speed. Multiple ways to replace missing values have been considered, but the two most common methods are simple removal (if many
samples are missing the value of any single variable, or values of most variables of an observation are missing) or PCA replacement. PCA replacement simply means fitting a model by replacing missing values with corresponding means, then predicting the missing values using the resulting PCA model. Replacing values this way is known to cause the affected variables to have artificially lowered standard deviations, as the model will only be able to predict values that are within the range of the existing values [92]. Hence, if large amounts of data are missing, it may be prudent to employ methods with better properties of the replaced data. However, none of the datasets used in Papers I to IV had amounts of missing values that were considered significant enough to warrant the use of such methods.

2.3.2 Step II - Pairwise joint component determination

When looking where to place joint variation, it is first necessary to determine how much of the variation is joint. If we extract too little as joint variation, some joint variation will instead incorrectly be considered unique variation. If we extract too much, later joint components are unlikely to correlate well and actually contain unique variation.

As previously described [80] joint variation is determined by extracting PCA components from the covariation matrix between each possible pair of blocks. The number of pairwise joint components extracted is therefore critical.

To determine the number of components to extract it is useful to analyze the pair separately, both by regular PCA analysis to determine the number of usable components in each block (see 1.9, Model metrics and validation) and PLS or O-PLS analysis of the pair of blocks, in both directions. The number of components possible to extract using PCA sets an upper limit to the number of possible pairwise joint components. By performing PLS/O-PLS in both directions a cross-validated limit to the number of components can be found.

This information can be enough to decide the number of pairwise joint components to use, but additional domain-specific knowledge of the relationship between the blocks can also be used. Such knowledge may indicate that components should be either added or removed, depending (for example) on noise levels of the blocks or conceptional similarity (if blocks contain data pertaining to a system in very similar, or very different, states or times).

2.3.3 Step III - JUMBA model construction

This section briefly explains how the models used in JUMBA are constructed. The procedure is based on the OnPLS algorithm [80] with differences described in 2.1.1, New implementation of OnPLS.

The procedure for determining joint variation (here called the joint spaces) in each block is visualized for the three-block case in Figure 2.1. Essentially, SVD is
applied to the correlation matrix between each possible pair of block combinations. This results in the equivalent of a set of PLS weights vectors (depending on the number of components extracted, see the previous step) labelled $W$, one for each block included in any combination. Each block will have several sets of these local $W$, depending on the number of possible pairwise combinations.

2.3. The JUMBA workflow

Figure 2.1: Determination of pairwise joint variation: Calculate the covariance matrix, extract the previously determined number of pairwise joint components, concatenate and compress the weights $W$, resulting in the joint spaces for each block.

A new global $W$ for each block is then calculated by first concatenating all the local $W$s belonging to the block. The concatenated local $W$s are then analyzed using PCA, and a suitable number of components are extracted (see 1.9, Model metrics and validation). Doing so removes redundant information from the pairwise joint components (as $X_1$ can share the same variation with $X_2$ and with $X_3$). The score vectors from these components are then normalized to equal length (i.e. $SS = 1$), creating the new global $W$ for the block. This step is repeated until all blocks have a global $W$.

The global $W$ for each block (from here only labelled $W$ i.e. $W_1$, $W_2$ and $W_3$ in Figure 2.1) represents the variation found to be joint in the corresponding block. $W$ is then used as a filter to determine and remove unique components from the blocks. The remaining variation, which is the joint (and residual) is then placed as described in 2.1.1, New implementation of OnPLS.

Optionally, remaining variation after placement (residual, or possible joint variation which was not placed, see Step IV for further discussion on this) could be inspected for structured variation, which if found would be considered unique. The remaining variation in each block after the optional step is considered residual ($E$).
2.3.4 Step IV - JUMBA model evaluation

Model evaluation in JUMBA is largely based on the plots described previously. While metrics such as R2 (see 1.9, Model metrics and validation) are generally included in plots (e.g. correlation matrix plots) validating multiblock models can be complicated, and the current implementation does not include a Q2 metric.

In essence, the structure of models created using parts of a dataset during cross-validation do not necessarily coincide with the structure of a model of the same type based on all observations, as the amounts and placements of joint and unique components may differ. However, this also arguably applies to procedures such as O-PLS, which partitions two types of variation, and possible approaches for calculating a metric equivalent to Q2 for JUMBA models are discussed in 2.6, Using JUMBA models on new data. In the meantime, the visualizations described in 3.3, Multiblock visualizations are used to visually assess their validity.

For these steps, the visualizations are generally applied to catch generic problems that could be present in, or arise when handling, any dataset. Essentially, little knowledge of the data itself (i.e., type of data) is required in this stage (further contextual analysis is applied in the next step, if the model passes visual inspection). This step involves evaluation of the correlation matrix plot, which can provide immediate feedback on some model problems, such as lack of correlation of joint components and incorrect extraction of joint variation as unique variation (see 3.3.2, Correlation Matrix Plots for more details).

The model is then checked for outliers, in the same manner as when checking for outliers in PCA modeling, but using multiblock scatter plots rather than regular scatter plots (see 3.3.4, Multiblock score scatter plots), which also indicate if separate observations display deviating behavior. In addition, multiblock loading scatter plots (see 3.3.6, Multiblock loading scatter plot) or separate line plots (e.g., of spectroscopic data) can be inspected to ensure that no deviating variables are responsible for the direction of each component, however such variables should generally be handled before multiblock analysis begins.

The residuals can also be further inspected, per observation, to determine outliers using conventional tools, for example using DmodX (see 1.9, Model metrics and validation).

As a final note, it is often not possible to neatly split all variation into either joint or unique. When nearing the noise level of the dataset, it becomes increasingly likely that noise is included when extracting the pairwise joint components. This problem can be minimized using the procedures described above, but often a choice must be made whether to keep the variation as joint or leave it as unique.

Depending on the choice of number of pairwise joint components in Step II or joint component placement in Step III, correlation in the last components will suffer if all variation is extracted, or unique components will correlate to some degree with other joint or unique components if the variation is left as unique. The correct choice will depend entirely on the circumstances, e.g. data quality (noise level) or goal of the study and whether it is possible to determine the cause
of the variation or not. One example where a component was kept is discussed in 3.3.7, Score scatter plot matrices (Figure 3.6b).

2.3.5 Step V - JUMBA model interpretation

This step is a combination of the plots generated specifically for multiblock models (covered in 3.3, Multiblock visualizations) and conventional multivariate tools or visualizations (e.g. separate loading line plots or S-plots, further investigation of residuals and so on).

The exact nature of interpretation will largely be context specific, i.e. depend on the goal of the current study. As long as some type of metadata is available a good starting point for interpretation is the metadata correlation plot (described in 3.3.3, Metadata correlation plots). Metadata in this context literally means data about the data, and is information related to the samples that is not explicitly included in any block. Strong correlation between score(s) and metadata indicate some relationship(s). JUMBA models can be considered unsupervised with regards to metadata as, by the definition above, metadata should not be included in any analyzed block. Also discussed previously (see 1.6, The concept of latent variables and their models) there is no guarantee that a single component explain a single underlying latent variable. Instead, a latent variable can be explained by a combination of several components and thus correlate to varying degrees to all of them.

If the number of components correlating meaningfully to a metadata variable is at most two, a single multiblock score plots can be used (i.e. multiblock score scatter plot or multiblock bar score plot). If more components correlate to the metadata there are some options, which include simply looking at pairs at a time (e.g. several multiblock score plots) or perhaps try to extract only the variation related to the metadata.

The latter option could for example accomplished by extracting, from one block only, the joint scores relating to the metadata and use the scores X and the metadata as y in a single-response O-PLS model. The resulting O-PLS model will produce a single predictive component which in turn contains the variation relevant for the specified response (i.e. the metadata variable). The single predictive component can then be separately analyzed. A downside of this approach is that, instead of one single model to validate and interpret, there are now two or more, which complicates the overall analysis.

In addition to the described visualizations, the JUMBA model contains scores and loadings, which can be separately interpreted using conventional methods and plots. Multiblock variants of loading scatter plots is also possible (see 3.3.6, Multiblock loading scatter plot), and line plots showing loadings from the same joint components (used in Paper II).
2.4 JUMBA naming convention

In order to precisely specify features of a model (component, loading, score and so on) a naming convention is required. As any number of blocks can potentially be involved in JUMBA, each block is named $X_i$, where $i$ is an integer from 1 to the number of included blocks. The overall structure is illustrated in Figure 2.2.

In JUMBA, labels of components (which have both a loading and a score) start with a capital X followed by the type, e.g. $X_J$ for joint components and $X_U$ for unique components. To refer to a specific component, it is specified after the type (joint or unique), e.g. $X_{J2}$ for the second joint component.

![Figure 2.2: Venn diagram of parts of the joint variation explained by a three-block JUMBA model.](image)

The center part containing all blocks is sometimes called the *globally joint* variation, and joint parts covering fewer than all blocks are called the *locally joint* variation. Note that residual variation (if present) is not shown as it is not modeled.

It is also often necessary to specify the block(s) a component belongs to (i.e., has been extracted from). This is done by adding a parenthesis after the component number e.g. $X_{J2(1,2)}$ for the second joint component extracted from blocks 1, 2 and 3. The numbers are always in ascending order. This notation is intended to describe a whole component, i.e., all scores and loadings for all the included blocks as a whole unit, a model component.

To refer to a specific block in a specific joint component, the notation within the parenthesis changes. Instead of ascending order, focal block starts the numbering, followed by a comma and then the remaining blocks, e.g. $X_{J2(2,1,3)}$ for the loading and score vectors for the second block and second joint component.

For a unique component it is always necessary to specify which block it belongs to, and this is done in parenthesis at the end, e.g. $X_{U2(1)}$ for the second unique component of block 1.
2.5 Block scores vs superscores

JUMBA uses highly correlated, but not identical, scores for each joint component, which we call block scores [75]. Other multiblock methods, such as JIVE [89] and DISCO [85] instead use the same scores for each block, superscores. When using superscores, the correlation between the scores in the same joint component is 1. Hence, the explained variance is placed in the loadings for each component as the scores are always normalized to equal length. The variation is placed in the scores when using block scores, and when comparing scores from different blocks this variation is usually normalized to ensure that the scales are comparable.

While the plots specific to multiblock methods presented within this thesis can be used for both types of scores, additional information can often be found in just how block scores relate to each other. For example, as the scores are not identical, the nature in which they do not correlate to (e.g. a specific observation not following the trend) can provide additional information which can then be interpreted.

2.6 Using JUMBA models on new data

Multivariate modeling techniques, for example PLS, are often used to predict responses. In multiblock analysis, none of the analyzed blocks are specifically designated as responses. However, a multiblock model can also be used in combination with new measurements that can be added to one of the constituent blocks, in order to predict what the contents of the other (not measured) blocks would have been if they had been measured simultaneously.

JUMBA prediction can use a previously created JUMBA model on data measured on one of the blocks to estimate the contents of the unavailable blocks. The solution, used in Paper II for calibration transfer, is presented in Equation (2.3).

\[ X_M = (Tn_E \times Mf_{M,E}) \times P_M \]  

where:  
- \( X_M \) = Predicted missing block  
- \( Tn_E \) = Predicted existing block scores normalized to length 1  
- \( Mf_{M,E} \) = Multiplication factor  
- \( P_M \) = Missing loadings (only joint with existing block)
We argue that this approach, which is based on integration of data from multiple sources, is inherently advantageous for prediction, and the results of Paper II support this hypothesis. The rationale for this is the expectation that a signal or trend detected in multiple sources is more likely to reflect an actual underlying structure in the data than a signal detected in a single source, as manifested in the nearly identical loading spectra seen in Paper II.

In essence, the new data is pre-treated identically to the original data (e.g. same means are used when column mean-centering and so on). The joint scores are predicted and unique variation stripped from the new data, as explained in 2.3.3, Step III - JUMBA model construction, using the corresponding set of joint weights $W$ from the model. By exploiting the assumption that the joint scores correlate strongly, the matching joint scores can be predicted. The already predicted scores are normalized to length 1 (i.e. $SS = 1$) and then multiplied so that a length equivalent of the original score (i.e. the variation is reintroduced). These shared joint scores can be used with the corresponding loadings from the model to estimate the other blocks, as seen in Equation (2.3).

By definition, unique variation cannot be used to predict another block, nor can unique variation in another block be predicted. Joint components where the new data is not included cannot be estimated, similar to how unique variation cannot be estimated. For example, when trying to predict $X_1$ using $X_3$ only the parts overlapping between $X_1$ and $X_3$ can be predicted (see in Figure 2.2), i.e. $X_{J(13)}$ and $X_{J(123)}$, but not $X_{J(12)}$ or any unique component.
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Multiblock model visualization and interpretation

Important stories live in our data and data visualization is a powerful means to discover and understand these stories, and then to present them to others.

Stephen Few

If findings, including important findings that could change lives, cannot be understood by anyone other than the author they will have no impact, so clear presentation of results is crucial, especially results that are inherently complex, such as outputs of multiblock multivariate data analysis. Thus, visualization of multiblock models was the focus of Paper I, with the intention to modify previously used plots and visualizations to enable clear portrayal of multiblock data.

3.1 Color selection

The colors used in visualizations are often important, and not only to enable colorblind people to see highlighted features. It is important to select a valid color scale for a given application, such as sequential (from one value to another, e.g. 0-100), divergent (from a mid-point to two boundaries, such as positive or negative correlations) or qualitative, where the values are distinct (classification). A plot
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may be unnecessarily difficult to interpret if an inappropriate color scale is used. A very useful resource for selecting good colors, based on previous research [93], can be accessed at http://colorbrewer2.org.

3.2 Previous attempts of multiblock analysis visualizations

A straightforward approach for visualizing outputs of linear multiblock models involving extraction of components (e.g., OnPLS models) is to extract the joint scores in all blocks, concatenate them, then analyze the resulting block using PCA [94] and present the results in score and loading scatter plots.

This has the advantage of providing an overview of the relationship between the observations (scores) and multiblock components (loadings). The downside is that the output is predetermined, depending on how the components are scaled, as the first multiblock component is expected to be the first PCA component, and so on. Basically, if the scores are not scaled before PCA analysis, the largest joint components (in sum of squares sense) will be extracted first. Otherwise, if each variable (i.e. joint score) is UV-scaled, joint components with the most included blocks will be extracted first. In both cases, the outcome can be difficult to interpret as the relation to the original variables has been lost. This visualization approach has therefore been largely superseded by a combination of the approaches presented below.

3.3 Multiblock visualizations

The following kinds of visualizations are plots that have been customized for presenting multiblock models, while remaining similar to conventional multivariate plots. In this section, the visualization approaches are illustrated with multiblock models generated using block scores, but many of them have also been shown to work with models generated using superscores (see Paper I for more on this).

3.3.1 Pie chart

The pie chart (Figure 3.1) is a useful tool for quickly visualizing the overall structure of the model, specifically how much variation is shared between blocks and how much is unique, and has been used in previous multiblock studies [80]. Pie charts provide the same information as a table summarizing the explained variation per component, but are visually more appealing. In general, each block should be first considered separately to get an understanding of how the model has divided the variation within the block.
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Figure 3.1: Three pie charts (a-c) from the same multiblock model, the carrageenan model from Paper I. Slices of the pie charts sharing the same color belong to the same joint component. Unique components are presented in grayscale and should not be compared between blocks. Unmodelled (residual) variation is presented as white.

Comparing the relative amount of explained variation is often not relevant when the blocks originate from completely different sources. If the amount of total variation in different blocks is not similar, comparing the size of each slice of the pie chart is not meaningful.

If a visualization is not deemed necessary, an alternative is to present the same information in table format, as seen in Table 3.1.

Table 3.1: Summation of the variation explained by the carrageenan model in Paper I, as a part of the whole. Unique components are summed and not presented separately. A dash (-) indicate that the block is not included in the component.

<table>
<thead>
<tr>
<th></th>
<th>IR</th>
<th>NIR</th>
<th>Raman</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{J1(123)}$</td>
<td>0.38</td>
<td>0.11</td>
<td>0.72</td>
</tr>
<tr>
<td>$T_{J2(123)}$</td>
<td>0.29</td>
<td>0.43</td>
<td>0.07</td>
</tr>
<tr>
<td>$T_{J3(123)}$</td>
<td>0.12</td>
<td>0.39</td>
<td>0.02</td>
</tr>
<tr>
<td>$T_{J4(12)}$</td>
<td>0.10</td>
<td>0.05</td>
<td>-</td>
</tr>
<tr>
<td>Unique</td>
<td>0.09</td>
<td>0</td>
<td>0.17</td>
</tr>
</tbody>
</table>

3.3.2 Correlation Matrix Plots

The correlation matrix plot (Figure 3.2) provides an overview of a linear multiblock model that enables inspection of the model’s overall structure and detection of several common errors (described below). As the name suggests, such plots show coefficients of correlation (often, but not necessarily Pearson’s) between all the scores (joint and unique). The depth of color and size of the circles indicate the strength of the correlations.

We expect the model scores (i.e., scores from each of the blocks in the same joint component) to be highly correlated with each other, but not to any other component, either joint or unique.
Figure 3.2: Correlation matrix plot of the carrageenan dataset described and modeled in Paper I. Each component is labeled on the right hand side of the plot (1), starting with the first extracted joint component at the top. A thick black line separates first the scores in the same joint components from other joint components, and then the unique components belonging to each block. The block names and explained variance are shown on the X and Y axes (2), with the same order top to bottom and left to right. Hence, the diagonal shows correlations of components with themselves, and the lower left part is a mirror of the upper right part. The Pearson correlation scale is also shown (3). The first joint component (4) is clearly strong, with strongly correlated scores, while the fourth and last (5) is substantially weaker but still considered acceptable.

The unique components are expected to be uncorrelated with any other component. Any deviation from this pattern is a cause for concern, but provides feedback regarding the underlying cause. Model scores that are not highly correlated indicate that at least one included block should be excluded from the joint component. If scores in a joint component correlate to the scores in another joint component, the two joint components should likely be merged, forming a new joint component. Similarly, correlation to a unique component suggests that the block containing the unique information should be included in the joint
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component. Finally, strong correlation of unique components implies that the number of pairwise joint components between the corresponding blocks is too low and some joint variation was incorrectly classified as unique.

However, there is the additional possible risk that the number of pairwise joint components is too high, i.e. the model is overfitted. Overfitting the number of pairwise joint components and extracting all possible joint variation will lead to non-joint signals and noise incorrectly classified as joint variation. This can be observed in the correlation matrix plot as perfect correlation within (but not between) all joint components, and is essentially a result too good to be true. Regardless, this is unlikely to happen by mistake except in the cases where the number of observations or variables (essentially the rank) in each block is very low, and therefore extra care must be taken when extracting pairwise joint variation in these cases (*Paper III*).

Due to the combination of these attributes, a correlation matrix plot is a powerful tool for inspecting a new multiblock model, and obtaining information regarding both model errors and possible ways to solve them. To ensure that none of the correlations are due to errors (see 1.9.5, *Correlation coefficients*) the components can be validated using, for example, multiblock score scatter plots or score scatter plot matrices (see 3.3.4, *Multiblock score scatter plots* and 3.3.7, *Score scatter plot matrices*, respectively)

### 3.3.3 Metadata correlation plots

A useful tool for identifying components that warrant further analysis is a metadata correlation plot (*Figure 3.3*). In this context, *metadata* literally means data about the data, particularly information related to the samples that is not explicitly included in any block. Examples of such information may include the run order of experiments, age or gender of subjects, who took measurements and so on. As per the definition above, these variables do not directly influence the direction of the model, and the multiblock methods used here can be considered to be unsupervised with regards to the metadata.

The intent of the metadata correlate plot is to show whether these values correlate with any found joint or unique score in the model, or any combination of such scores. Strong correlation indicate a relationship between a score and a metadata variable, and such relationships should be further investigated using for example a multiblock score scatter plot (see 3.3.4, *Multiblock score scatter plots*) and coloring observations according to the relevant metadata variable. It needs to be emphasized that there is no guarantee that any single component is related to only a single metadata variable, or vice versa.

A metadata correlation plot of a model has the same number of rows as the corresponding correlation matrix plot, described above, and can be put next to it. This provides an even more complete overview of the data structure, showing the model’s construction as well as its relationship to the metadata. However, even by itself, it is possible to determine the correlations of the model scores using a metadata correlation plot. For example, if all scores in a joint component correlate
with a given metadata variable (i.e. the respective circles have very similar size and coloration in the plot) they are likely to correlate internally as well. However, if a strong correlation only appears for one of the joint scores, it may mean that the internal correlation is weak for that joint component.

As previously mentioned, each joint component is also likely to relate to more than one metadata variable (as mentioned in 1.6, *The concept of latent variables and their models*), variables often correlate with each other, because they are influenced by the same factors), and vice versa. The same is true for metadata, and in some cases interpretation can be made easier by removing redundant metadata variables, for example by using PCA to select representative metadata variables which was done in *Paper II*.

### 3.3.4 Multiblock score scatter plots

A multiblock score scatter plot (illustrated in Figure 3.4) is used in the same way as a traditional score scatter plot, for example to look for trends, outliers and clusters in the data. It can also visualize scores from all blocks included in the joint components at the same time, thereby also providing insight into the inner
relations within each joint component, i.e. how well the scores correlate \([11, 95]\). If scores in the joint component correlate perfectly, it will be identical to a regular score scatter plot. It is necessary to normalize scores to the same length, otherwise scores explaining the most variation will dominate the plot.

![Figure 3.4](image)

(a) Whisker style  
(b) Arrow style

Figure 3.4: Two variants of multiblock scatter plots, one using whiskers (a) and one using arrows (b). Both variants show the same data: the first two joint components extracted from the carrageenan dataset described in *Paper I*.

Two variants of this kind of plot are used in *Paper I*: one where separate scores are represented using whiskers and one using arrows. In both cases, a center point is drawn to represent each mean score value. The first version (*Figure 3.4a*), using whiskers, bears more resemblance to traditional score scatter plots. In the other version (*Figure 3.4b*) colored arrows are used instead of whiskers, with the color matching the block responsible for the score. Using different colors enables easy visualization of whether one included block differs systematically from the others, e.g. is always located in a certain direction away from the other blocks. The underlying reason for such a difference should be determined.

Regardless of the variant used, the scatter points can be colored according to the similarity of the constituent scores, as shown in *Figure 3.4*. Scores that deviate significantly from the norm (and thus have longer whiskers or arrows than the others) may need further investigation. Reasons for such deviation may include (for instance) incorrect measurements of one or more samples in one of the blocks.

By default, the plot requires blocks included in the in the two visualized components to be the same. It is possible, however, to override this behavior and only plot joint scores which are included in both components. Doing so comes with the understanding that not all joint scores are actually represented, which should be taken into consideration during evaluation. Instead of going for this option, which risks misrepresenting the data, it may be preferable to instead plot the joint components separately, for example using the multiblock bar plot described below.
3. Multiblock model visualization and interpretation

3.3.5 Multiblock score bar plot

The multiblock score bar plot (Figure 3.5) is used when inspecting the scores of a single joint component. It operates largely as a regular score bar plot would, but similar to the multiblock score scatter plot described above the scores from each block has been normalized to the same length, and each bar represents the normalized mean of each observation.

![Image of a multiblock score bar plot]

Figure 3.5: A multiblock score bar plot of the first joint component of the carageenan dataset (used in Paper I), colored by the Lambda type carageenan and sorted by mean score value. Each value represents the normalized mean score of the constituent joint components, with error bars showing the highest and lowest value for each observation.

The bar plot can be colored according to some metadata, and sorted (as seen in the example), and error bars show the minimum and maximum score values for each observation.

3.3.6 Multiblock loading scatter plot

Loadings of a multiblock model can be inspected to improve understanding of the structures in the original data that are largely responsible for each component. A multiblock loading scatter plot is a regular loading plot, but shows the loadings from multiple blocks simultaneously. However, as the loadings from each block have equal variation (i.e., $SS = 1$), blocks with more numerous variables will have smaller values. To ensure that they are comparable, it can therefore be prudent to normalize their scale, or use the original variable / score correlation [46] (correlation loadings, or $p(corr)$), which was done in Paper IV.

The scores are often colored according to the block they belong to. This enables easy verification of expected relationships between variables, both within and between blocks.
3.3.7 Score scatter plot matrices

Plotting the scores in a joint component in a scatter plot matrix allows more detailed inspection of the scores’ relations to each other within a joint component than, for example, a multiblock score scatter plot. It is essentially a set of scatter plots showing each possible pairwise combination of the joint component scores. It is especially useful for model validation, to ensure that a joint component does not solely explain a single outlying observation. The scatter plots can additionally be colored according to some known metadata variable, as exemplified in Figure 3.6.

In the example (Figure 3.6a), colored by Lambda, a clear trend from low (blue) to high (orange-yellow) can be seen in the scores, with no easily distinguishable outliers. Most values are close to the line showing that the overall correlation in the component is high. In the fourth joint component (Figure 3.6b) the correlation is weaker, also indicated by the correlation matrix plot (Figure 3.2) for the same model. There is a clear separation between data obtained on sampling day (marked in red) and the other days (marked in blue). Although the correlation is not perfect the component contains relevant structure and is therefore kept in the model (see 2.3.4, Step IV - JUMBA model evaluation for more discussion on when to keep joint components).

Figure 3.6: Score scatter plot matrix plot of the carrageenan model described in Paper I. The diagonal shows the histograms for each block in order. The scatter plots show the actual score values plotted against each other, and if the correlation was perfect all the scores would be on a straight diagonal line. The correlation coefficient is shown in the upper left corner of each plot. The first joint component of the carrageenan model (a) is colored according to the lambda fraction, selected by inspecting the metadata correlation plot (Figure 3.3) for the strongest correlation for that joint component.
3.3.8 Modelled variation plot

A modelled variation plot provides an overview of the variables that were most influential, i.e., which variables contributed most strongly to the components.

Two variants of this kind of plot, with spectral (a) and separate variable (b) styles, are shown in Figure 3.7. The spectral style is most useful in situations where variables are inherently spatially related, wavelengths for example, as each wavelength is closely related to the ones before and after it. The variation of each variable is shown in the upper half of the plot. In the lower part, the explained variation is shown, with different colors corresponding to different variables.

The other variant, shown in (b), is used when the variables are independent and can be reordered. In the example shown, they have been reordered according to the result of hierarchical cluster analysis [13], but this is optional. The dendrogram corresponding to detected clusters is shown in the upper part, while the lower part shows the explained variation per component.

Knowing where a model focuses, in combination with previous knowledge about the components’ relations with metadata variables (obtained, for example, using a metadata correlation plot) is highly valuable for determining where relevant information is located, and this kind of plot provides an overview of this information. Additionally, the distribution in multiple blocks can be simultaneously shown side by side, with matching colors per component. This shows the relationships between variables in different blocks.

Figure 3.7: Two variants of a modelled variation plot: in spectral style (a, from Paper I) and independent variable style (b). In (a), the upper part visualizes the magnitude of the variation per variable. In (b), the upper part presents a dendrogram showing how the variables cluster together.
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Results

What makes a scientist great is the care that he takes in telling you what is wrong with his results, so that you will not misuse them.

W. Edwards Deming

In this chapter we provide a brief description of the results from each paper, as well as comments on specific choices we made during the creation of them.

4.1 Paper I: Multiblock visualizations and their applications

In the first paper, we presented several novel visualizations, which are covered in 3.3, Multiblock visualizations and will not be repeated here. OnPLS was selected to represent multiblock models using block scores, and JIVE was selected to represent superscores (see 4.1.1, Choice of alternative multiblock method below). We showed how the visualizations can be applied on both types of multiblock model, including how to interpret them, using two separate datasets.

The first dataset was a vibrational spectroscopy dataset (comprising measurements of carrageenan samples with NIR, IR and Raman instruments) measured on carageenan samples, intended to determine the composition of each sample [96]. In this set, we were able to show the how the model could be interpreted to find relationships between extracted components and known study
metadata variables, in this case day of measurement, which was deviating. As the alternative method, JIVE, is not designed to extract joint components not including all blocks (sometimes called locally joint components), it was not able to extract structure describing this relationship. It needs to be emphasized that this is not an inherent limitation in superscore methods as a whole, and is specific to the current implementation of JIVE. The deviating day of measurement found by us confirmed conclusions drawn by earlier analysis of the same dataset [97]. Generally, when disregarding the inability to separately extract joint components, we found that the JIVE extracted similar (but not identical) structures as those extracted by OnPLS.

The second dataset is a multiomics set (comprising transcript, metabolite and protein measurements of hybrid aspen plants) designed to identify factors the plants’ growth rate [98]. Using OnPLS and relevant visualizations, we were able to separate and visualize the different genotypes and internodes in the samples using a single model.

4.1.1 Choice of alternative multiblock method

To prove that it was possible to use the same visualizations on models using superscores, we needed an example model. Several options were possible, but there were two main reasons for selecting JIVE. These were accessibility, as it had publicly available source code, and the fact that JIVE had been used in a number of previous studies. We also believed that the contrast between OnPLS and JIVE (i.e. that JIVE only separates globally joint variation) would be of interest.
4.2. Paper II: Introduction of JUMBA and use of JUMBA for calibration transfer

Measuring the same sample on for example multiple similar spectroscopic instruments may result in spectra that are slightly different. Small instrumental differences are often enough to cause significant errors when one instrument attempts to predict a response using a model created on another instrument [99, 100, 101]. Applying multiblock models to solve this problem is the focus of Paper II, using a methodology called calibration transfer [102].

Calibration transfer refers to a set of approaches applied in attempts to allow a model created on a specific instrument to be used on another instrument while retaining similar accuracy (e.g. in the form of RMSEP) [99]. This is highly desirable as recreating the calibration model can be difficult for example due to costs or limited supply of the source material. The original instrument used for creating the calibration model is often referred to as the master instrument, and the new instrument is the slave instrument. To solve the calibration problem, several approaches have been taken, including direct standardization and piecewise direct standardization [103, 104, 105], spectral space transformation [106] and transfer using orthogonal projections (TOP) [107] used in Paper II. They all involve creation of a model linking outputs of the slave and master instruments. The exact workings of each method are beyond the scope of this thesis, but it is worth mentioning that only TOP exploits measurements of the same samples by multiple instruments. The other methods instead use only two instruments, the master and the slave.

In Paper II, we introduced JUMBA calibration transfer, which uses JUMBA prediction (explained in 2.6, Using JUMBA models on new data) and proved that it can be used to transfer calibrations between a set of instruments, using two different datasets.

We conclude that the performance of JUMBA calibration transfer matches the best performance of the other tested methods, and does so while being more stable than the others (measured as described in 4.2.2, Calibration transfer results). We believe this stability is thanks to a stabilizing effect granted by using joint structures (which are always represented in several different instruments) as a basis for the transfer.

4.2.1 Selecting representative sets

The selection of the different sets, i.e. calibration, transfer and validation sets, were crucial for a representative study in Paper II.

A calibration set consists of data pertaining to the samples used to create the original model for the master system, and the performance of this model is generally considered a benchmark for future measurements. The transfer set consists of observations available for model building by the transfer methods.

Normally, this consists of measurements of the same samples taken using
both master and slave instruments, and the validation set is used for testing the resulting transfer performance. In the spent mushroom dataset (SMD) we found obvious clusters in the data (see Paper II). The calibration set is the most important as without a good representation of samples the resulting master calibration model would never be accurate. Therefore, we did not randomize selection for the calibration set and instead used the Kennard-Stone selection algorithm (KS) [108] to iteratively select observations with the greatest distance to previously selected observations. This ensured that the calibration samples were representative of the overall variation in the whole dataset.

For the SMD, an additional constraint was that only samples with corresponding responses could be considered for the calibration set. This was not applicable for the corn dataset, as all measured samples had corresponding measured responses.

The transfer set was then selected at random, and remaining samples were used for the validation set. There are other selection algorithms which could have been used, including modifications of the Kennard-Stone algorithm [109], which would likely have proven perfectly viable as well. However, in the end all transfer methods used the same sets, thus there was no inherent bias in that regard.

### 4.2.2 Calibration transfer results

As previously mentioned (e.g. in 1.9.4, Root mean squared error metrics), optimizing with regards to RMSEP essentially causes the validation set to no longer be useful for validation, but will instead act as one iteration of cross-validation, and will therefore not be representative of real-world future use. However, in this case we deemed optimizing this way acceptable, as the aim of the study was to compare transfer methods and not to actually produce the best models for predicting future samples, and all methods had the same advantage.

We elected to use two different measurements, both the upper confidence interval and the mean of the RMSEP. The upper confidence interval was used to measure the stability of each method when different combinations of master and slave is used for the same response. We believe that in many real-world cases, stability can be more important even than mean value, and in this aspect JUMBA performed very well, which was reflected in low values for the upper confidence interval.

If we consider both different instruments (i.e. master/slave combinations) and different responses, only TOP was able to match JUMBA transfer in terms of stability, and even then only on the corn dataset. In the other dataset (i.e. SMD), TOP was the least stable and JUMBA transfer the most stable. This might be due to the clusters found in the SMD, which we believe TOP was unable to accurately model.
4.2. Paper II: Introduction of JUMBA and use of JUMBA for calibration transfer

4.2.3 Multi-instrument calibration

Multi-instrument calibration (MIC) is one possible future application for JUMBA transfer. MIC describes a procedure where samples characterized by different instruments can be used to create a new calibration model, as long as each sample has corresponding measured responses.

As long as a representative set (i.e. the transfer set) of samples are measured on all involved instruments and a JUMBA transfer model has been fitted, measurements from one instrument can always be transferred to all other instrument. Thus, it is possible to combine samples measured on any combination of instruments to fit a calibration model on any involved instrument, as long as the samples had corresponding measured responses. This would allow models to be more easily updated with new samples, which can be especially useful in cases where the same sample is difficult to measure on more than one instrument, perhaps due to the instruments’ physical location being far apart. Evaluating the performance of this approach should be the target of future research.

Paper III: Multi-tissue metabolomic integration

In Paper III we use three different approaches to integrate multi-tissue metabolomic data from mice. The three approaches were hierarchical modeling, JIVE and OnPLS. However, the OnPLS model was constructed according to the JUMBA workflow approach described in 2.3, The JUMBA workflow, and will therefore be considered a JUMBA model.

In the study, we used six different blocks, each block representing the metabolic profile extracted from one tissue type (gut, kidney, liver, muscle, pancreas and plasma). Different methods were used to integrate and interpret the resulting model or models to determine the overall metabolic patterns. The different methods were selected to represent established methodology (in this case hierarchical modeling) and two more recent approaches to multiblock analysis in the form of JIVE and OnPLS. JIVE and OnPLS were used for the same reasons they were used in Paper I (see 4.1.1, Choice of alternative multiblock method).

We need to emphasize that the intent with the study is not a comprehensive comparison of all multiblock methods for the general case, but rather a comparison of the information gained by integrating metabolomic data with limited samples using a few representative methods.
4. Results

4.3 Handling of analysis involving few samples

The main concern from an analytical standpoint was that the number of samples was limited to eight.

While we believe that the data is of sufficient quality due to how the study was performed (and has been the basis of previous research [110, 111]), it would be very easy to by accident overfit the models, and results from cross-validation may not be representative. As a result, carefully selecting a suitable number of components in all models was critical.

For JUMBA, we had to be especially conservative with the pairwise joint components. Allowing each pair of blocks more than one pairwise joint component would, when taken in aggregate, mean that nearly all variation would be considered joint. As a result, even though no pair was allowed more than one component, we were still able to extract several globally joint components (after the steps described in 2.3.3, Step III - JUMBA model construction). Even after this limitation, the final model contained 7 joint components, although the maximum any single block was involved in was 5. As a consideration to the noise level in the data and the expected number of components (as determined by analysis using PCA), we omitted the last 3 joint component from further analysis, resulting in a total of 4 joint components.

A modified approach to outliers is also required when dealing with so few samples. The first joint component of the JUMBA model was to a large degree dedicated to explaining the deviating behavior of one of the mice. We were, however, able to determine the underlying cause of this behavior, and it was therefore not considered an outlier.

Ultimately, even though data was limited, we were still able to interpret the multiblock dataset, with all methods able to find structure relating to mouse which expressed a deviating metabolic profile as well as structures relating to mouse size. Only the JUMBA model was able to extract additional locally joint variation relating to the mouse genotype. We believe this provides evidence that, as long as special care is taken, the multiblock modelling approach we describe in this thesis is applicable even in cases where the number of observations is limited.
4.3. Handling of analysis involving few samples

Paper IV: Multiblock analysis of malaria samples

In this paper, JUMBA was used for multiblock analysis of lipidomic, metabolomic and oxylipin datasets obtained from profiling of plasma samples from children infected with P. falciparum malaria.

For this paper, we created the model following the JUMBA procedure described in 2.3, The JUMBA workflow. The metabolomics data was pre-treated using CCMN [32] and the oxylipin data was log-transformed. Three samples in total was removed after initial analysis as one was completely missing from one block and two others displayed deviating behavior we deemed to be due to invalid measurement. However, this still left 57 profiled samples in the dataset and model fitting was otherwise straightforward.

Interpretation of the model allowed us to confirm previously known trends. Furthermore, previously unknown trends were also found, most probably related to food intake and personal differences in immunological response and general metabolism. These new trends which would either not have been possible or much harder to verify if only single blocks had been analyzed separately. Therefore, the analysis concludes that JUMBA was able to successfully integrate, visualize and interpret data from three different analytical platforms.
Chapter 5

Conclusions and future perspective

All’s well as ends better.

J.R.R. Tolkien
The Lord of the Rings

Having the ability to extract information and useful knowledge from data has never been more important than it is now. The wide availability of all types of data has increased greatly over the last decades, and the growth shows no signs of stopping. New methods that are able to improve on some aspect of such information extraction or data analysis are constantly being developed.

Multiblock methods and models intend to provide additional information and useful knowledge by integrating several data sources or blocks. The work presented in this thesis has attempted to provide the fundamentals required to construct, validate and interpret multiblock models using the JUMBA workflow (Papers I and II), and also how to use previously created models to predict new data (Paper II). A central theme throughout this thesis has been the use of visualizations throughout the different steps in the analysis, and making these visualizations both as simple and informative as possible. These visualizations and the use of the JUMBA workflow has been demonstrated on several real-world cases with different circumstances (Papers I to IV), proving that the solution is widely applicable.

I believe that the future will bring new methods that take advantage of the stabilizing effect extracting the joint variation has (as seen in Paper II) to
simplify further analysis (by providing better validation metrics) and to better predict future events. I also hope that better tools will be developed, such as new visualizations and interactive software solutions, which can further help guide this type of multiblock analysis and make it even more accessible to a broader audience.
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