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Abstract

A general time-to-event data analysis known as event history analysis is considered. The focus is on the analysis of time-to-event data using Cox’s regression model when the time to the event may be measured from different origins giving several observable time scales and when longitudinal measurements are involved. For the multiple time scales problem, procedures to choose a basic time scale in Cox’s regression model are proposed. The connections between piecewise constant hazards, time-dependent covariates and time-dependent strata in the dual time scales are discussed. For the longitudinal measurements problem, four methods known in the literature together with two proposed methods are compared. All quantitative comparisons are performed by means of simulations. Applications to the analysis of infant mortality, morbidity, and growth are provided.
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Chapter 1

Introduction

1.1 Event history and longitudinal data

Event history and longitudinal data frequently arise in many scientific investigations. Important examples are in epidemiological surveillance and clinical trials. The nature of the data is that information on specific units or subjects are followed over time.

The term event history data possibly originated from sociology. Another applicable term is survival and duration data. Other popular terms for longitudinal data are repeated measurements, commonly used in biological or health sciences, and panel data, commonly used in the social sciences.

While, generally, event history and longitudinal data have many characteristics in common, their differences will be emphasized here. Event history data refers to time-to-event data, whereas longitudinal data refers mostly to repeated measurements. Two examples that will be used throughout this thesis are given below.

In 1994, an epidemiological surveillance was established in Purworejo district in Indonesia under the Community and Health Nutri-
tion Laboratories (CHN-RL), Gadjah Mada University, Yogyakarta. Households were visited every 90-th day to record vital demographic events, morbidity events, nutritional status and utilization of health services (Wilopo and CHN-RL Team, 1997). The general aim of the surveillance was to improve the health and nutritional status at the district, particularly for children and women. Vital events such as births and deaths were recorded continuously over time, however, other events such as morbidity events were not. Like many other surveillance data, these were large in the number of subjects but without very detailed information on each subject. In the period between 1994 and 1998, there were about 15,000 households with around 8,000 children involved but the information on childhood morbidity was available for only a two week period every 90-th day.

Figure 1.1 is a typical event history collected in the surveillance. Data for certain events of interest (for instance, illness or death) are recorded for each child. The data is then available for investigating the determinants of childhood mortality and morbidity. Often in general surveillance data collection, observations can only be made partially because of technical or logistical reasons. Referring to Figure 1.1, as the surveillance was only conducted every 90-th day, the observation can only be recorded during period 1 and period 2. This common nature of event history data, known as censoring and truncation, has to be considered in the analysis.

Many specific epidemiological studies and trials are also conducted and organized under the surveillance system. One of them was the ZINAK study on zinc and iron supplementation in infants (Lind, 2004). This study was a community based, randomized, double-blind, placebo-controlled trial with the purpose to investigate the effect of four supplementation groups of iron, zinc, iron+zinc and placebo on iron, zinc status, infant growth, cognitive development and incidence of infant infectious diseases during the first six to twelve months of age. This thesis utilized the data on infant growth,
weight and infectious disease, respiratory infection. There were 680 infants aged six to twelve months participating in the study with daily supplementation and daily morbidity records, and monthly infant growth records.

Figure 1.2 shows an example of longitudinal data, repeated measurements of the weight of four infants across age in the ZINAK study. Here, the measurements are intermittently performed, once every month. One objective of the analysis of the data is to investigate the effect of the supplementations on weight development, taking into account other explanatory variables.

The study also considered morbidity (illness), such as respiratory infections. Figure 1.3 presents longitudinal measurements of weight together with the occurrence of respiratory infections. Interesting analyses of the data include studying the effect of supplementations on weight development, taking into account the respiratory infections as mentioned in the previous paragraph, or the effect of supplementa-
1.2 Review of the problem

Time-to-event analysis deals with the analysis of time measured from a well defined time origin up to the occurrence of a certain event of interest. The scale for measuring time can be ordinary clock time (minutes, days, years, and so forth) or other measurements such as mileage or usage which are common in reliability; experience or exposure which are common in epidemiology or social sciences.

Regression modeling of time-to-event data is commonly applied in studying the relationship between the outcome and independent (predictor) variables. The analysis can be performed through the density function or through the hazard function. As with many
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Figure 1.3: Repeated measurements on weight and respiratory infections for one infant.
other statistical procedures, the analysis can be performed parametrically by specifying the density function, or non-parametrically by specifying nothing about the density function.

In this thesis, emphasis is given to the modeling of hazard functions using Cox’s semiparametric model (Cox, 1972; Cox, 1975). The reasons of modeling the hazards are (Cox and Oakes, 1984; Hosmer and Lemeshow, 1999): (i) considering the immediate risk may be useful; (ii) comparisons of groups of individuals are sometimes sharpened by the hazard. For example, specific questions such as how survival is related to the treatments under study can be investigated by studying the estimated regression parameters from the hazard model; (iii) the hazard-based models can be extended to a more general event process, such as multiple events.

The semiparametric model is appealing in fields like epidemiology since most of the phenomena in epidemiological data are 'irregular' in the sense that a specific distribution function may not be easily determined. Furthermore, the idea of hazard comparison in the Cox model is similar to the well known relative risk in the common epidemiological analysis.

It has already been mentioned in the previous section that censoring and truncation are quite natural in event history data. Figure 1.4 gives a common description of censoring and truncation. The examples refer to the CHN-RL surveillance mortality data, for the period of time from 1994 to 1998, and for children under 5 years of age.

On the calendar time scale, many of the children did not enter the study at the beginning of the period in 1994 (subjects number 3 and 4, Figure 1.4(a). There is a similar situation in the age time scale where many of the children did not enter the study on their day of birth (subjects 1 and 2, Figure 1.4(b). This kind of missing information where the subjects are observed after the time origin
1.2. Review of the problem

Figure 1.4: Four subjects with staggered entry (left-truncation), right-censored (the lines without dots) and event (the lines with dots) on two different time scales.
in the time-to-event data is known as staggered entry, late entry or left-truncation.

Some of the children experienced the events (deaths) and some of them were only partially observed, known as censored, because of the time limitation (only up to 1998 or reaching 5 years of age), and also due to other causes such as emigration.

Truncation and censoring may introduce several problems in the analysis such as length biased sampling (higher chance of being sampled for the longer survivors) and wasting information (if the analysis only utilize complete observations). Nowadays, time-to-event analysis can deal with these problem easily, for instance by using a counting process approach (Andersen, Borgan, Gill and Keiding, 1993; Therneau and Grambsch, 2000). The tools that facilitate truncation and censoring have made event history analysis with various time scales easier. For instance, the four subjects can be analyzed using a calendar time scale as easy as using an age time scale by specifying a counting process style of input (Therneau and Grambsch, 2000) corresponding to the scale used in the analysis. However, another complication may arise as discussed later.

Figure 1.5 represents the life experiences of the 4 subjects in Figure 1.4(a) and 1.4(b) on a Lexis diagram (Keiding, 1990). A Lexis diagram is a dual time scale system (usually calendar time and age), representing individual lives by line segments of unit slope, with events usually marked by dots. Representing the life experiences of the subjects in the period from 1994 to 1998 and under 5 years of age is clearer in this diagram than in the separate time scales of Figure 1.4(a) and 1.4(b).

Event history analysis often involves data with more than one time scale as shown in Figure 1.5. One early paper discussing this problem gave an example on the choice of time scale between age and age at first child’s birth of women with breast cancer (Farewell and Cox, 1979). Another famous example is the age-period-cohort
1.2. Review of the problem

model (Holford, 1998) which is popular in demography but carries an identification problem.

The multiple time scales problem also arises in multi-state models when many time scales are involved in the transition between states. Coping with several time scales is one of the challenges of multi-state models in epidemiology (Commenges, 1999).

Multiple time origins may be a more appropriate term than multiple time scales, since this problem deals with life experiences measured from many different origins (birthdate, starting date of surveillance, etc.). However, many authors have used the term multiple time scales in reference to this problem (Farewell and Cox, 1979; Berzuini and Clayton, 1994a; Oakes, 1995; Duchesne, 1999; Efron, 2002) and we continue to use the term.

This thesis considers the multiple time scales problem in the event history analysis as the first problem. This first problem in-

Figure 1.5: Four subjects with staggered entry (left-truncation), right-censored (the lines without dots) and event (the lines with dots) on a Lexis diagram.
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Includes the procedure to choose the most relevant time scale and to simultaneously model time scales.

Typically, event history data, such as the ZINAK study mentioned in the previous section, will also include longitudinal measurements collected intermittently across time. For instance, the growth or nutritional status, such as weight, were measured among children together with the morbidity outcomes, such as respiratory infections. The second problem considered in this thesis is the dual outcomes of event occurrence and longitudinal measurement.

When weight is considered as the primary outcome, weight will be the response variable with the occurrence or the symptom duration of respiratory infections as an explanatory variable, possibly with some other variables. The analysis can then be done using the longitudinal analysis methods proposed by Diggle, Heagerty, Liang and Zeger (2002).

Complications may arise when respiratory infection is the outcome of interest and weight is to be included as one explanatory variable. In many applications, continuous measurements of a longitudinal covariate, such as weight in the ZINAK study, are usually only available at some finite number of measurement times. This, potentially, becomes a problem in the ordinary Cox regression, since the method requires all values of covariates to be available at event times. Compromising the analysis by using cases with complete values of covariates is possible, but will lead to bias in the estimated regression coefficient.

Several methods have been proposed to cope with the above problem. They are the last value carried forward (LVCF), elapsed time (TEL) (Bruijne, Cessie, Kluin-Nelemans and Houwelingen, 2001), two-stage (Tsiatis, DeGruttola and Wulfsohn, 1995) and joint model method (Wulfsohn and Tsiatis, 1997; Henderson, Diggle and Dobson, 2000; Tsiatis and Davidian, 2004). Some comparisons have been made for some methods. The most recent, and perhaps, comprehen-
sive one is the investigation by Andersen and Liestøl (2003). No attempt, however, has been made to compare the methods for repeated events such as respiratory infection in the ZINAK study.

1.3 Objectives and scope

The focus of this thesis is on the analysis of event history data using Cox’s proportional hazards model with the objectives

- to demonstrate the use of event history analysis in the analysis of infant and child mortality, morbidity and growth and to identify the methodological problems in the analysis,
- to propose procedures to choose a basic time scale,
- to discuss the connections between the methods for modeling dual time scales and to perform quantitative comparisons between them,
- to compare existing methods to deal with longitudinal measurements in the Cox model with two proposed methods.

1.4 Outline and summary

Chapter 2 provides technical reviews of event history and longitudinal analysis. The concept of time-dependent covariates, which plays an important role in this thesis, is reviewed more comprehensively than the other topics. Chapter 3 presents the application of event history and longitudinal data analysis to childhood mortality and morbidity data from the CHN-RL surveillance data, and application on respiratory infection and weight data from the ZINAK study. This chapter gives the background to problems considered in the
later chapters. Chapter 4 is devoted to the problem of multiple time scales. The procedures to choose the most relevant time scale and to model dual time scales are discussed. Simulation studies and application to infant mortality data are provided. Chapter 5 presents comparison of the methods to deal with longitudinal measurements in the event history analysis. An application to the infant respiratory infection and weight data is provided. Chapter 6 summarize and concludes this thesis and features further research and work in this area.
Chapter 2

Basic Methods

2.1 Introduction

This chapter is a brief technical exposition of basic theories and methods used for further developments in the later chapters. Longitudinal data analysis (LDA) and event history analysis (EHA) have similarities; for instance, in the nature of the data involved as mentioned in the previous chapter. The methods have many overlapping techniques and areas (see, for example, the review paper by Doksum and Gasko (1990), among others). The classical books on survival analysis and counting process theory by Cox and Oakes (1984); Kalbfleisch and Prentice (2002); Andersen et al. (1993) and the book on LDA by Diggle et al. (2002) are the main references for this chapter. This chapter also presents the similarities between the two analyses, especially for topics related to the time dependent covariates.
2.2 Event history analysis

2.2.1 Hazard and survival

Generic survival data is in the form of \((T, \delta)\), where \(T = \min(T_e, T_c)\), the minimum of time to event \(T_e\) (such as failure or death time) and time to censored \(T_c\); \(\delta = I_{\{T_e \leq T_c\}}\), the indicator has a value of 1 if the event is observed or 0 if it is censored. Most often, we are also interested in including covariates in the data. The survival data becomes \((T, \delta, Z)\), where \(Z = (Z_1, \ldots, Z_p)^\prime\) is a \(p\)-dimensional vector of covariates.

\(T\) is a non-negative random variable that can be continuous or discrete. We first consider the continuous case. There are many functions that describe the distribution of \(T\). The cumulative distribution function \(F(t) = P(T \leq t)\) and the density function \(f(t) = dF(t)/dt\) are the usual functions characterizing a random variable. More useful functions in survival analysis are the survivor function

\[
S(t) = 1 - F(t) = P(T \geq t),
\]

(2.1)
i.e., the probability of the duration time (e.g., lifetime) being longer than \(t\), and the hazard function

\[
\lambda(t) = \lim_{\Delta t \downarrow 0} \frac{1}{\Delta t} P(t \leq T < t + \Delta t \mid T \geq t),
\]

(2.2)
i.e., the probability of getting an event (e.g., death) within a short interval, conditional upon survival to time \(t\).

Applying the definition of conditional probability and the relations between \(F(t)\), \(f(t)\), and \(S(t)\), the relation between \(\lambda(t)\) and
$S(t)$ can be derived as

$$\lambda(t) = \frac{dF(t)}{dt} \frac{1}{S(t)} = \frac{f(t)}{S(t)}.$$ 

It also follows that

$$\lambda(t) = -\frac{d}{dt} \log S(t)$$

and

$$S(t) = \exp \{-\Lambda(t)\}, \quad (2.3)$$

where

$$\Lambda(t) = \int_0^t \lambda(u)du \quad (2.4)$$

is the integrated or cumulative hazard function.

As noted by Flemming and Lin (2000), observing $(T, \delta)$ rather than $T_e$ give the crude hazard (Equation (2.2)) rather than the net hazard $\lambda_{\text{net}}(t) = \lim_{\Delta t \downarrow 0} P(t \leq T < t + \Delta t \mid T_e \geq t)/\Delta t$. Therefore, in survival analysis the equality of the crude hazard and the net hazard is an important assumption. A sufficient condition for this assumption to be true is the independence of $T_e$ and $T_c$.

### 2.2.2 The counting process approach

Aalen (1978) introduced a martingale-based approach to survival analysis, unifying the previously proposed non-parametric methods under a counting process framework. In this approach, survival data for a single subject $i$, $(T_i, \delta_i)$, is represented as $(N_i(t), Y_i(t)), t > 0$, where $N_i(t) = I_{\{T_i \leq t, \delta_i = 1\}}$ is the number of observed events in $[0, t]$ for subject $i$, and $Y_i(t) = I_{\{T_i \geq t\}}$ is the at-risk process.

The estimator of the cumulative hazard is based on the aggregated process $\tilde{N}(t) = \sum N_i(t)$, the total number of events up to and
including $t$ and $R(t) = \sum Y_i(t)$, the *risk size* at time $t$. The estimator of the cumulative hazard (Equation (2.4)) is the Nelson-Aalen estimator, defined as

$$\hat{\Lambda}(t) = \int_0^t \frac{I\{R(u) > 0\}}{R(u)} \, d\tilde{N}(u),$$  

which intuitively can be thought of as the sum of the conditional probabilities that an event happens in the short intervals over $(0, t]$. The $d\tilde{N}(t)$ can be decomposed as the discrete and continuous part

$$d\tilde{N}(t) = \Delta\tilde{N}(t) + n(t)dt,$$

where $\Delta\tilde{N}(t) = \tilde{N}(t) - \tilde{N}(t^-)$ is the number of events occurring precisely at $t$ for the discrete part and $n(t)$ is the change or differential for the continuous part.

An equivalent representation of the estimator is (Therneau and Grambsch, 2000)

$$\hat{\Lambda}(t) = \sum_{i: t_i \leq t} \frac{\Delta\tilde{N}(t_i)}{R(t_i)},$$  

where $t_1, t_2, \ldots$ are the ordered event times.

The Nelson-Aalen estimator $\hat{\Lambda}(t)$ has a close connection to the Kaplan-Meier estimator (Kaplan and Meier, 1958). Let $\hat{S}(t) = \exp(-\Lambda(t))$ and $d\hat{\Lambda}(t_i) = d\tilde{N}(t_i)/R(t_i)$, the increment in the Nelson-Aalen estimator at $i$-th event. Then when $\Delta\tilde{N}(t_i)/R(t_i) \approx 0$,

$$\hat{S}(t) = \prod_{i: t_i \leq t} \exp\{-d\hat{\Lambda}(t_i)\}
\approx \prod_{i: t_i \leq t} \{1 - d\hat{\Lambda}(t_i)\},$$

which is the Kaplan-Meier product limit estimator.

Further, the process given by

$$M_i(t) = N_i(t) - \int_0^t Y_i(u)\lambda_i(u)du$$  

(2.7)
is a *martingale* for subject $i$ with respect to a proper filtration. (Aalen, 1978; Fleming and Harrington, 1991; Therneau and Grambsch, 2000) The martingale $M_i(t)$ (2.7) represents the difference between the observed and the model-predicted number of events over the interval $(0, t]$. Informally, a martingale with respect to a history $\mathcal{H}(t)$ is defined as a stochastic process that has a key property $E\{M(t) \mid \mathcal{H}(s)\} = M(s)$ for any $0 \leq s < t$.

We may rewrite (2.7) as $N_i(t) = \int_0^t Y_i(u)\lambda_i(u)du + M_i(t)$ and refer this decomposition as counting process=compensator+martingale, which is analogous to data=model+noise in the statistical model decomposition (Therneau and Grambsch, 2000). This notion is important in studying residuals and diagnostics for survival models.

### 2.2.3 Regression models

Most often, it is desired to assess the effect of some covariates on survival. We need the time-to-event, event indicator and covariates information $(T, \delta, Z)$ for this analysis. The covariates may be fixed throughout the observation period (*time independent covariate*) or change with time (*time dependent covariate*).

The *Cox proportional hazards regression model* (Cox, 1972) is the most frequently used regression model in survival analysis. There are two approaches to this censored data regression model, the approach originally proposed by Cox and the counting process approach.

At this stage, we assume that the covariates are time independent. Let $S(t \mid Z)$ be the conditional survival function given the covariate vector $Z$. The conditional hazard function is

$$\lambda(t \mid Z) = \lim_{\Delta t \downarrow 0} \frac{1}{\Delta t} P(t \leq T < t + \Delta t \mid T \geq t, Z). \quad (2.8)$$

When $\Delta t > 0$ is small, $\lambda(t \mid Z)\Delta t$ is approximately the conditional probability at event (failure, death) in the interval $t$ to $\Delta t$ given survival until time $t$ and covariates $Z$. 


The Cox proportional hazards model specifies that
\[
\lambda(t \mid Z) = \lambda_0(t) \exp(\beta'Z), \quad (2.9)
\]
where \(\lambda_0(t)\) is an unspecified non-negative function called the \textit{baseline hazard} common to all subjects, and \(\beta\) is a set of unknown regression coefficients.

Cox (1972; 1975) proposed a semiparametric approach for the proportional hazards model (2.9). Let \(D\) be the set of indices \(j\) of ordered event-times \(t_1, t_2, \ldots, t_j, \ldots\) (For the moment we assume that only one subject gets an event at each event-time), and \(R_k\) be risk set at time \(t_k\) the subjects under observation and event-free immediately prior to \(t_k\). The partial likelihood is given by
\[
L(\beta) = \prod_{k \in D} \frac{\exp(\beta'Z_k)}{\sum_{j \in R_k} \exp(\beta'Z_j)}, \quad (2.10)
\]
in which the baseline hazard \(\lambda_0(t)\) is canceled out. The \(\beta\) can be estimated using the \textit{maximum partial likelihood}. Many researchers has investigated the large sample properties of this partial likelihood (see review by Fleming and Lin (2000)). If there is more than one event at a certain event-time (tied event-time), at least four procedures have been proposed to handle it (Therneau and Grambsch, 2000): \textit{Breslow’s approximation}, \textit{Efron’s approximation}, \textit{exact partial likelihood}, and \textit{averaged likelihood}. A method based on the maximum likelihood (ML) as an alternative of the maximum partial likelihood (MPL) is also proposed (Bailey, 1984; Broström, 2002). Efron’s approximation is recommended since it is computationally feasible even with large tied data (Therneau and Grambsch, 2000). For heavier tied data, the ML estimator is superior (Broström, 2002).

The counting process approach treats the survival data in a more general way using the counting process notation \((N_i(t), Y_i(t))\) discussed earlier in this section. This generality is useful for a more
elaborate survival analysis such as including time-dependent covariates, time-dependent strata, left truncation, multiple time scales, multiple events per subject, various problems with correlated data and case-cohort models. In the counting process approach, the partial likelihood is written as

$$L(\beta) = \prod_{k=1}^{n} \prod_{t>0} \left[ \frac{Y_i(t) \exp(\beta'Z_k)}{\sum_{j=1}^{n} Y_j(t) \exp(\beta'Z_j)} \right] dN_k(t),$$

(2.11)

where $Y_i(t)$ is zero-one at-risk process, and $dN_k(t) = 1$ if $N_k(t) - N_k(t^-) = 1$, and $dN_k(t) = 0$ otherwise.

### 2.2.4 Diagnostics and stratification

As in ordinary linear regression, diagnostics are also important in the Cox regression model. There are a wide variety of model diagnostics available. Lindkvist (2000) has given an extensive review of the diagnostics and studied the added variable plot in the Cox model. For detecting the departure from the proportional hazards assumption, Schoenfeld residuals are useful (Grambsch and Therneau, 1994).

For certain situations, it is often necessary to stratify the subjects into disjoint groups when the proportionality assumptions do not hold for one or several covariates. In the stratified Cox model, the subjects in a certain stratum have a distinct baseline hazard function but common values for the regression coefficients. The partial likelihood for the stratified Cox model is given by

$$L(\beta) = \prod_{s=1}^{S} L_s(\beta),$$

(2.12)

where $S$ is the number of strata and $L_s(\beta)$ is the partial likelihood as in Equations (2.10) or (2.11) but calculated only for the subjects in stratum $s$. 
2.2.5 Frailty

In a situation where the assumptions of independence and homogeneity of all individuals are violated, introducing frailty models may be useful (Andersen, 1991; Hougaard, 1995). Vaupel, Manton and Stallard (1979) introduced the term frailty in survival analysis. In the frailty model, an additional term is added to the Cox model of (2.9),

\[ \lambda(t \mid W, Z) = W \lambda_0(t) \exp(\beta'Z), \]  

(2.13)

where \( W \) is the frailty term or the random effect term that is assumed to operate multiplicatively on the baseline hazard. Dependence and heterogeneity among individuals is modeled via this term by assuming \( W \) to follow a certain distribution. Estimation of \( W \) can be done using penalized partial likelihood, EM algorithm or the Bayesian Gibbs sampler approach (Sastry, 1997; Therneau and Grambsch, 2000; Manda, 2001).

2.2.6 Multistate models

The concepts and methods in survival analysis extend naturally to models with more than two states. For instance, the subjects may move among healthy, diseased and death states over time.

A multistate model is a stochastic process \( \{X(t), t \in \mathcal{T}\} \), with \( X(t) \in S \) and \( \mathcal{T} = [0, \tau), \tau \leq +\infty \). \( X(t) \) denotes the state occupied by a subject at time \( t \) and \( S = \{0, 1, \ldots, m\} \) is a finite state space.

The process starts with the initial distribution \( \pi_j(0) = P(X(0) = j), j \in S \). As the process develops, a history (also called a filtration) \( \mathcal{H}(t) \) will be generated containing all information about the process over interval \([0, t)\), such as the number of transitions until \( t \) (a counting process).

The multistate process is governed either by the transition prob-
abilities from state $j$ to state $k$, defined as

$$P_{jk}(s, t) = P(X(t) = k \mid X(s) = j, \mathcal{H}(s-)) \quad (2.14)$$

for $j, k \in S, s, t \in \mathcal{T}, s \leq t$; or by the transition intensities given the history just before $t$, $\mathcal{H}(t-)$, defined as

$$\alpha_{jk}(t \mid \mathcal{H}(t-)) = \lim_{\Delta t \to 0} \frac{P_{jk}(t, t + \Delta t)}{\Delta t} \quad (2.15)$$

A state $j \in S$ is absorbing if for all $t \in \mathcal{T}, k \in S, j \neq k, \alpha_{jk}(t) = 0$, otherwise $j$ is transient.

Here of course, we will always assume that the limits in the definition of the transition intensities $\alpha_{jk}(t \mid \mathcal{H}(t-))$ exist. Another assumption that may be applied to $\alpha_{jk}(t \mid \mathcal{H}(t-))$ is the non-homogeneous Markov assumption, $\alpha_{jk}(t \mid \mathcal{H}(t-)) = \alpha_{jk}(t)$, ignoring the history but still depending on time. A stronger assumption is the homogeneous Markov, which ignores both time and history, $\alpha_{jk}(t) = \alpha_{jk}$. In certain applications, it is possible to assume that the transitions depend on the time spent in the states, which leads to the semi-Markov assumption.

2.3 Longitudinal data analysis

2.3.1 Notation and approaches

Longitudinal data sets consist of a measurement (outcome or response) variable $Y_{ij}$ and vector of explanatory variables $x_{ij}$ observed at time $t_{ij}$ for subject $i = 1, \ldots, m$ and observation $j = 1, \ldots, n_i$. The mean and variance of $Y_{ij}$ are denoted by $E(Y_{ij}) = \mu_{ij}$ and $\text{Var}(Y_{ij}) = v_{ij}$. For each subject $i$, $Y_i = (Y_{i1}, \ldots, Y_{in_i})'$ denotes the vector of measurements with mean $E(Y_i) = \mu_i$ and $n_i \times n_i$ covariance matrix $\text{Var}(Y_i) = V_i$. The covariance between $Y_{ij}$ and $Y_{ik}$ is
denoted by $\text{Cov}(Y_{ij}, Y_{ik}) = v_{ijk}$. The $n_i \times n_i$ correlation matrix of $Y_i$ is denoted by $R_i$. The complete $N = \sum_{i=1}^{m} n_i$ measurements are denoted by $Y = (Y'_1, \ldots, Y'_m)'$ with mean $E(Y) = \mu$ and variance matrix $\text{Var}(Y) = V$.

The scientific question of interest could be the pattern of change over time of the outcome or the dependence of the outcome on the covariates. Most of the approaches of LDA consider regression models under general linear model or the extension of generalized linear model.

### 2.3.2 General linear models

We consider the data setup and notations as described in the previous section. Under the general linear model, it is assumed that $Y$ has a multivariate Normal distribution

$$Y \sim \text{MVN}(\mu, V).$$

This longitudinal data model is completed by specifying the form of mean vector $\mu$ and variance matrix $V$.

The mean $\mu$ is specified as a linear model

$$\mu = X\beta$$

with $X = (x_{ij1}, \ldots, x_{ijp})$ are $N \times p$ design matrix that may include covariate of interests and functions of time, and $\beta = (\beta_1, \ldots, \beta_p)$ is a $p$-vector of unknown regression coefficients.

The specification of $V$ can be made to include at least three different sources of random variation: random effects, serial correlations and measurement errors. A model that incorporates all the three sources of variation is

$$Y = X\beta + ZU + W(t) + \epsilon,$$
where \( U, W(t) \) and \( \epsilon \) correspond to random effects, serial correlations and measurement errors, respectively; \( Z \) is the design matrix of \( U; t = \{t_{ij}\} \) is a set of times at which the measurements are made. Altogether, \( U, W(t) \) and \( \epsilon \) has zero mean and specifies the variance matrix \( V \) of model (2.16).

To be precise, it is assumed that \( U \sim MVN(0, \Psi) \), \( \epsilon \sim N(0, \tau^2) \) and \( W(t) \) are independent stationary Gaussian processes with mean zero, variance \( \sigma^2 \) and correlation function \( \rho(u) \) which still needs to be parameterized further. For instance, the popular choice of \( \rho(u) \) is \( \rho(u) = \exp(-\phi u^c) \) with \( c = 1 \) (the exponential correlation) or \( c = 1 \) (the Gaussian correlation) and \( \phi > 0 \) (Diggle, 1988).

For each individual \( i \), the covariance matrix \( V_i \) can be written as

\[
V_i = Z_i \Psi Z_i' + \sigma^2 H_i + \tau^2 I_i, \tag{2.19}
\]

where \( H_i \) is the \( n_i \times n_i \) symmetric matrix with the \((j, k)\)-th element \( h_{ijk} = \rho(|t_{ij} - t_{ik}|) \), and \( I \) is the \( n_i \times n_i \) identity matrix.

The specification of \( V_i \) will lead to various linear models, from the simple classical linear model with independent errors to more complicated ones, such as linear model that includes all those three sources of errors.

Several estimation methods for this longitudinal model has been proposed for the special case of variance structure given by (2.19) or for the general case. Laird and Ware (1982); Diggle et al. (2002) suggested maximum likelihood (ML) and restricted maximum likelihood (REML) with the remark that REML is usually better than ML. Goldstein (1986; 1989) suggested iterative generalized linear model (IGLS) and restricted IGLS (RIGLS) for more general multilevel structure. Bates and Pinheiro (1998) proposed EM estimation followed by Newton-Rhapson or quasi-Newton optimization of the log-likelihood or the log-restricted-likelihood. Bayesian methods also have been suggested, for instance using Gibbs sampling (Zeger and
Karim, 1991). The multilevel mixed models as a general case for the longitudinal models with normal and non-normal responses are reviewed in Section 2.3.4.

2.3.3 Generalized estimating equations

For a more general longitudinal model with non-Gaussian outcome, an extension of the generalized linear model (GLM) was suggested by Liang and Zeger (1986). Like the ordinary GLM (McCullagh and Nelder, 1989), the model can handle a wide range of discrete and continuous outcome distributions such as binomial, Poisson, gamma and normal.

Using the notation and data setup introduced in Section 2.3.1, in this model the mean of \( Y_i \) is specified as

\[
\mu_i = h(X_i \beta),
\]

where \( \beta \) is a \( p \)-vector of unknown parameters. The inverse of \( h \) is known as the ”link” function in the GLM terminology. The variance of \( Y_i \) is specified through the \( n_i \times n_i \) ”working” correlation matrix \( R_i(\alpha) \). It is said to be ”working” since we do not expect it to be correctly specified (Zeger and Liang, 1986). The \( \alpha \) are some unknown parameters common to all subjects.

The working covariance matrix of \( Y \) is

\[
V_i = A_i^{1/2} R_i(\alpha) A_i^{1/2} / \phi,
\]

where \( A_i \) is an \( n_i \times n_i \) diagonal matrix with known function \( g(\mu_{ij}) \) as the \( j \)-th diagonal element and \( \phi \) is a scale parameter.

The generalized estimating equation (GEE) of this longitudinal data model is given by

\[
\sum_{i=1}^{m} D_i' V_i^{-1} S_i = 0,
\]
where \( D_i = \partial \mu_i / \partial \beta \) and \( S_i = Y_i - \mu_i \). The GEE estimator of \( \beta \) is the solution of equation (2.22). Liang and Zeger (1986) studied the consistency of the estimator and proposed an iterative procedure to estimate \( \beta \).

A problem that frequently arises in longitudinal data is missing values. The GEE estimation is still consistent even when \( R_i \) is miss-specified provided that the missing values are completely at random (Liang and Zeger, 1986; Diggle et al., 2002). When the missing values are not completely random, joint modeling of dropouts (missing values) and longitudinal measurements may be needed.

The approach considered here is called the population averaged (PA) models (Zeger, Liang and Albert, 1988) in which the aggregate response for the population is modeled. Another approach is the subject specific (SS) models in which heterogeneity in regression parameters is modeled. The next section considers the second approach.

2.3.4 Generalized linear mixed models

The models discussed in the previous two sections can be extended to more general class of models. Generalized linear mixed model (GLMM) is an extension of GLM by including random effects, or more general multilevel or hierarchical structure in the model.

Rather than modeling the mean of \( Y \) as in the previous section, this model focus on modeling \( u_i = E(Y \mid b) \) specified as

\[
u_i = h(X_i \beta + Z_i b_i), \tag{2.23}\]

where \( b \) is vector of random effects with design matrix \( Z_i \). The inverse of \( h \) is the ”link” function as in Equation (2.20). This model is also known as subject specific (SS) in (Zeger et al., 1988). SS models are desirable when the response of an individual is the focus rather than the average population response.
The GEE can be used for this model as well. In the GLMM both the link function and the random effects distribution must be correctly specified. To use GEE for the GLMM, the marginal moments $\mu_i$ and $V_i$ of Equations (2.20) and (2.21) are calculated from the conditional moments and the random effects distribution $F$ and solve the GEE.

The GLMM estimation using GEE aims primarily at estimating fixed effects and does not estimate the random component terms which are often useful for prediction or in model diagnostic. Lately, Lee and Nelder (2001) developed hierarchical GLM that allows models with any combination of GLM distribution for the response with any conjugate distribution for the random effects, structured dispersion components, different link functions for the fixed and random effects and the use of quasilikelihoods in place of likelihoods for either or both of the mean and dispersion models.

2.4 Time-dependent covariates

2.4.1 Some useful classifications

Longitudinal or event history data has the advantage of observing the temporal order of the outcome and covariate. The analysis of covariate changes may be useful in studying causal relationships. A time-dependent covariate is a covariate that vary over time. This section discusses basic issues of time-dependent covariates for both event history and longitudinal data.

In survival analysis, Kalbfleisch and Prentice (2002, Section 6.3) classify time-dependent covariates as external and internal. Let $x_i(t)$ denote the time-dependent covariate at time $t$ for individual $i$ and $X_i(t) = \{x_i(u); 0 \leq u < t\}$ denote the covariate history up to time
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For each individual $i$, the hazard function of (2.8) becomes

$$
\lambda_i(t \mid X_i(t)) = \lim_{\Delta t \downarrow 0} \frac{1}{\Delta t} P(t \leq T_i < t + \Delta t \mid T_i \geq t, X_i(t)). \quad (2.24)
$$

An external (time-dependent) covariate $X_i(t)$ satisfies the condition

$$
P(u \leq T_i < u + \Delta u \mid T_i \geq u, X_i(u)) = P(u \leq T_i < u + \Delta u \mid T_i \geq u, X_i(t)) \quad (2.25)
$$

for all $u, t$ such that $0 < u \leq t$. An equivalent condition is

$$
P(X_i(t) \mid T_i \geq u, X_i(u)) = P(X_i(t) \mid T_i = u, X_i(u)), \quad 0 < u \leq t. \quad (2.26)
$$

This condition implies that the future path of $X_i(t)$ up to any time $t > u$ is not affected by the occurrence of an event at time $u$.

When the conditions (2.25) or (2.26) are not satisfied, $X_i(t)$ is called an internal covariate. The main consequence of internal covariate is that the future path of the covariate is affected by the event occurrence.

External covariates may be classified further as fixed, defined and ancillary covariates. When the external covariate is fixed across time, e.g., $X(t) = Z$, then the hazard function of (2.24) is the same as (2.8). A defined covariate is when $X(t)$ determined in advanced for each individual. This covariate is usually a factor determined in experimental study. Another example is the age of individual or calendar time across the study. An ancillary covariate is the output of stochastic processes that is external to the time-to-event process of the individual, such as pollution, seasonality or social-economics conditions.
The relation between the hazard function and the survival function for the external covariate is given by
\[
S(t \mid \mathbf{X}(t)) = \exp \left[ - \int_0^t \lambda(u \mid \mathbf{X}(u))du \right],
\]
which is similar to that of a time-independent covariate. The relationship for the internal covariate is different to (2.27) and discussed in the next section.

In LDA, there are similar definitions for internal and external covariates. We consider the notation in Section 2.3.1 with modification, \(X_{ij}\) denotes the time-dependent covariate and \(Z_{ij}\) denotes the time-independent covariates. Here \(j\) represents discrete follow-up times. Adapted from econometrics terminology, in the LDA, a covariate is classified as \textit{exogenous} or \textit{endogenous} (Diggle et al., 2002).

Define the history of time-dependent covariates and outcomes for individual \(i\) up to time \(t\) as \(H_{Xi}(t) = \{X_{i1}, X_{i2}, \ldots, X_{it}\}\) and \(H_{Yi}(t) = \{Y_{i1}, Y_{i2}, \ldots, Y_{it}\}\), respectively, exogenous is defined as
\[
f(X_{it} \mid H_{Yi}(t), H_{Xi}(t-1), Z_i) = f(X_{it} \mid H_{Xi}(t-1), Z_i),
\]
where \(f(.)\) represents a density or probability function of the covariate. When the condition (2.28) is not satisfied, \(H_{Xi}(t)\) is endogenous.

When covariates are exogenous, the future of the covariates are not affected by the outcomes and the analysis can focus on specifying the dependence of \(Y_{it}\) on \(X_{i(t-1)}, X_{i(t-2)}, \ldots\). Generally, the approach consider \(\text{E}(Y_{it} \mid X_{is}, s < t)\). For example, a GEE model with single lagged covariate can be specified as
\[
h(E(Y_{it} \mid X_{is}, Z_i)) = \beta_0 + \beta_1 X_{i(t-k)} + \beta_2' Z_i.
\]
All methods and inferences discussed in Section 2.3.2 and Section 2.3.3 basically can be used in the lagged model.
2.4.2 Approaches in the Cox model

The partial likelihood for the Cox model with time-dependent covariates is similar to (2.11). The form of the Cox partial likelihood is

\[ L(\beta) = \prod_{k=1}^{n} \prod_{t>0} \left[ \frac{Y_i(t) \exp(\beta'Z_k(t))}{\sum_{j=1}^{n} Y_j(t) \exp(\beta'Z_j(t))} \right] dN_k(t), \]  

(2.30)

where \( Z_j(t) \) is the time-dependent covariate at time \( t \). The calculation of the likelihood requires covariate values at the event times.

Typical situations in survival analysis with time dependent covariates are illustrated in Figure 2.1. Figure 2.1(c) is a switching treatments time dependent covariate (Cox and Oakes, 1984, Chapter 8) in which subjects may change from one treatment to another. The usual method to deal with such a covariate, given that the covariate is external, is to split the individual life time by the time when the covariate values change. This is easy to manage in standard statistical packages that facilitate the counting process style of input.

Figure 2.1(b) is an example of a defined time-dependent covariate. For example, if the time scale used in the analysis is time since entering the study, a defined covariate could be the age of the individuals. Of course, age has the same speed as the survival time, and their values are always available at any event time. Unlike the previous example, it is computationally more efficient to split the individual life times by event times.

Often, covariates are collected intermittently across the time such that their values are not available at the event times (Figure 2.1(a)). In this situation several methods have been proposed. These include the last value carried forward (LVCF) method, using the last value of the covariate to substitute the missing value prior to the event time.
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Figure 2.1: Time-to-event and time-dependent covariates: (a) intermittently observed (b) defined covariate (c) switching treatments covariate.
Imputation methods such as two-stage estimation and smoothing can be applied to this problem as well. In the two-stage method, a mixed model is fitted to the data at each event time with time-dependent covariate as the response (Pawitan and Self, 1993; Tsiatis et al., 1995). Bruijne et al. (2001) suggested another approach using time elapsed since the last measurement (TEL) in the Cox’s regression model together with the LVCF or other methods of imputation. The TEL can be considered as ”the age of the longitudinal measurement” in which Cox’s model that includes TEL may be better than the Cox’s model with only LVCF or two-stage imputation.

More general methods based on the joint modeling of event-times and longitudinal measurements have also been proposed (Wulfsohn and Tsiatis, 1997; Henderson et al., 2000; Lin, Turnbull, McCulloch and Slate, 2002; Xu and Zeger, 2001; Tsiatis and Davidian, 2004). Basically, this model consider two linked sub-models, one for the longitudinal measurements model and one for the event-time model. The two sub-models are joined together with a Gaussian latent process. Without the latent process the models become the ordinary separate longitudinal measurement and event-time models.

To estimate the model, a likelihood based method leading to EM algorithms has been proposed (Wulfsohn and Tsiatis, 1997; Henderson et al., 2000; Lin, Turnbull, McCulloch and Slate, 2002). Other methods are based on a Bayesian approach (Faucett and Thomas, 1996; Xu and Zeger, 2001; Guo and Carlin, 2004). Utilizing the usual connection between survival analysis and GLM, the model can also be estimated using the GEE approach (Rochon and Gillespie, 2001) and by generalized linear latent mixed models (Rabe-Hesketh, Yang and Pickles, 2001).
2.4.3 Time-dependent confounders

The notion of time-dependent confounders in epidemiology has been recognized at least by Robins (1986) and later in the epidemiological journals in the 90’s (see for example articles by The Cebu Study Team (1991); Pearce (1992); and Zohoori and Savitz (1997)). Keiding (1999) gave an overview of this problem in event history analysis. A time-dependent confounder, often arising in longitudinal or cohort studies, is both a confounder and an intermediate variable. It is also known as feedback models (Zeger and Liang, 1991) and related to the internal or endogenous discussed covariates in the previous section.

To deal with time-dependent confounders in longitudinal data, we may use a method proposed by Zeger and Liang (1991). The method is based on GEE models allowing for both lagged response and endogenous covariates. A more general solution with theoretical exposition can be found in a book by van der Laan and Robins (2003).

For EHA, time-dependent confounders is closely related to internal covariates. The hazard function for an internal covariate is defined by (2.24) but conditioned on the time-dependent covariate only up to $t-$ (time just before $t$) and not further. The relation (2.27) does not hold. In fact, for survival data, the internal covariate requires the survival of individuals for its existence, therefore the survival function is always one, provided that $x(t-)$ ≠ 0. Generally the survival function will be (Jewell and Kalbfleisch, 1996; Andersen, 2003)

$$S(t \mid X(t)) = E \left\{ \exp \left[ - \int_0^t \lambda(u \mid X(u))du \right] \right\}, \quad (2.31)$$

where the expectation is taken with respect to the sample path $X(.)$. The marginal survival probability at $t$ given the past history is the average over the possible paths among individuals at risk for $X(t)$. 
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In Cox’s regression model, care must be taken in interpreting the estimated coefficients, since $X(t)$ may serve as an intermediate variable. However, an internal covariate is not something to be avoided, a particular kind of internal covariates known as *marker* or *surrogate end-point* have many useful applications (Jewell and Kalbfleisch, 1996; Prentice, 1989).

The multiple time scales problem in the next chapter is closely related to the *defined* covariate (Figure 2.1(b)), whereas the longitudinal measurement problem in Chapter 5 is closely related to the *intermittently observed* time-dependent covariate (Figure 2.1(a)).
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Chapter 3

Analysis of Childhood Mortality, Morbidity and Growth

3.1 Introduction

This chapter presents some applications of event history analysis (EHA) and longitudinal data analysis (LDA) to a childhood epidemiological study. The Community and Health Nutrition Laboratories (CHN-RL) surveillance and the ZINAK study on zinc and iron supplementation in infants introduced in Chapter 1 are the two main sources of data used in the analysis. This chapter is also meant to be a natural background for methodological development in the later chapters.
3.2 Mortality

Child survival in developing countries has been investigated intensively, especially since the study by Mosley and Chen (1984). The Cox model for analyzing childhood mortality in developing countries has been employed by, among others, Trussell and Hammerslough (1983) and Pebley and Stupp (1987). Using the Community Health and Nutrition Research Laboratories (CHN-RL) data, infant mortality has been investigated relating to the effects of sibling status (Wahab, Winkvist, Stenlund and Wilopo, 2001). In general, they concluded that boys had higher infant mortality rates than girls although the difference was not great. The risk for boys was even higher when they were born after a few siblings compared with being first-born. Further study is still needed to evaluate the different mortality pattern among boys and girls in that area.

Here, we investigated more aspects on the effect of siblings and gender on childhood mortality, taking into account clustering levels of mother, household, community and village using EHA. Detail of the analysis has been reported elsewhere by Danardono (2003).

3.2.1 Data, study variables and models

Rather than considering the live births for a period of 1995 to 1996 in the CHN-RL surveillance (Wahab et al., 2001) as the subjects, we considered all children observed since the start of surveillance on October 1994. This scheme has an advantage in utilizing all information available in the surveillance but introduces length-biased sampling (Section 1.2). Consequently, the length-biased sample selection has to be taken into account in the analysis by using left-truncation. After excluding some twins and incomplete records, 7889 children were available in the data set with 2948 of them being born after the start of the surveillance data collection.
Specifically, we investigated the sibling and gender effects on mortality. The sibling factor has been pointed out as being of interest, in the way that it may explain the difference in care between boys and girls and possible competing resources among them (Wahab et al., 2001). To study this effect, several variables were constructed based on gender and birth order. The sibling variable is a time-dependent covariate, a "switching treatment" like covariate (see Figure 2.1(c) in Chapter 2).

We give one example of this variable construction. We use the term index child to denote the child under consideration. Suppose we have information as in Figure 3.1(a). When a younger sibling was born the value of this time dependent covariate is changed from 0 to 1. We may further consider the gender of the younger sibling and categorize boy or girl rather than just 1 as the value of this time-dependent covariate.

In Figure 3.1(a), there are two children who experienced the events before the event times of the index child, and one child, the sibling of the index child, who has not experienced the event. We can construct the data suitable for event history analysis using Cox's model by event-time splitting (Figure 3.1(b)) or covariate-time splitting (Figure 3.1(c)). Both constructions will lead to the same result. However, in the case of switching treatment covariate, in which the value of the covariate is a step function with only a few values, splitting by covariate times is more efficient since it usually gives less splitting intervals than event-time splitting.

Another situation is when the index child did not enter from birth (delayed entry or left-truncation) and the younger sibling was born before the entry time. In this case, there is no splitting by the younger sibling covariate, except if the sibling dies. A similar construction is applied for the older sibling covariate where the value is changed when the older sibling dies. For this analysis, we only
constructed covariates for the closest sibling (one younger or one older sibling).

We used the Cox proportional hazards model reviewed in Section 2.2.3, i.e., the standard model of Equation (2.9) and the shared frailty model of Equation (2.13). We used gamma frailty to model the frailties. Currently, there is no general agreement about the best frailty distribution for practical frailty modeling (Therneau and Grambsch, 2000). The Gamma distribution, however, has been used in several statistical and demographical studies (Guo and Rodriguez, 1992; Sastry, 1997). To estimate the frailty term, we used the penalized partial likelihood approach (Therneau and Grambsch, 2000), available in the \texttt{R} survival package (Ihaka and Gentleman, 1996; R Development Core Team, 2004).

3.2.2 Results

We obtained two hazard models for the childhood mortality: the infant mortality (0-1 year of age) and child mortality (1-5 years of age), presented in Table 3.1 and 3.2, respectively.

For the infant mortality hazard model, the strongest, yet unsurprising, result is the effect of maternal education. Higher education gave a protective effect for childhood mortality. The gender of the index child alone was slightly a significant factor for childhood mortality; girls seemed to have lower risk than boys. Birth order also shows a significant linear effect on mortality; the risk increases with higher birth order. The older sibling variable does not seem show any effect, the relative risk of infants (0-1 year of age) who had no older sibling, older brother or sister are the same.

After infancy (aged 1-5 years), the effects of gender, birth order and maternal education seem to disappear, on the other hand the effects of siblings appear. We also examined the interaction between gender of the index child and the gender of the older sibling as well
3.2. Mortality

(a) The bold line under event-death frame is the *index child*, the dashed lines are other children; the line under younger sibling frame is the time-dependent covariate value; (b) splitting by event times; (c) splitting by covariate times.

Figure 3.1: Sibling as a time-dependent covariate: (a) The bold line under event-death frame is the *index child*, the dashed lines are other children; the line under younger sibling frame is the time-dependent covariate value; (b) splitting by event times; (c) splitting by covariate times.
as the younger sibling. Neither interaction was significant. The risk of mortality is higher when the index child (boy or girl) has an older or younger brother. The above results probably do not reflect gender difference in care, in favor of boys, since the index child with the higher risk is either boy or girl, but it may reflect exhausting resources when a family has a boy (or boys) that lead to childhood mortality. The confidence intervals of the relative risks of this model are shown in Table 3.2, under the standard model. The estimates are rather poor with wide confidence intervals for the sibling variable and maternal education.

We also included several frailty terms that assumed to operate on a certain meaningful level. The mother frailty may capture any unobserved variables that operate on children born from the same
### Table 3.1: Five hazard models for infant mortality (0-1 years)

<table>
<thead>
<tr>
<th>Variables</th>
<th>standard model</th>
<th>mother frailty</th>
<th>household frailty</th>
<th>community frailty</th>
<th>village frailty</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RR (c.i.)</td>
<td>RR (c.i.)</td>
<td>RR (c.i.)</td>
<td>RR (c.i.)</td>
<td>RR (c.i.)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>boy</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>girl</td>
<td>0.71 (0.50-1.01)</td>
<td>0.70 (0.49-0.99)</td>
<td>0.69 (0.49-0.98)</td>
<td>0.71 (0.50-1.01)</td>
<td>0.72 (0.51-1.01)</td>
</tr>
<tr>
<td>Birth order (linear)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.16 (1.00-1.35)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maternal age at delivery</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-29 year</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>&lt; 20 year</td>
<td>1.72 (0.89-3.32)</td>
<td>1.76 (0.91-3.40)</td>
<td>1.79 (0.93-3.45)</td>
<td>1.69 (0.88-3.26)</td>
<td>1.70 (0.88-3.28)</td>
</tr>
<tr>
<td>+ 30 year</td>
<td>0.95 (0.61-1.48)</td>
<td>0.98 (0.63-1.53)</td>
<td>0.99 (0.64-1.54)</td>
<td>0.97 (0.62-1.50)</td>
<td>0.96 (0.62-1.48)</td>
</tr>
<tr>
<td>Older sibling</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>none</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>older brother</td>
<td>1.29 (0.72-2.34)</td>
<td>1.23 (0.68-2.22)</td>
<td>1.20 (0.67-2.17)</td>
<td>1.29 (0.71-2.32)</td>
<td>1.29 (0.72-2.34)</td>
</tr>
<tr>
<td>older sister</td>
<td>1.07 (0.57-1.99)</td>
<td>1.02 (0.55-1.90)</td>
<td>0.99 (0.54-1.87)</td>
<td>1.06 (0.57-1.98)</td>
<td>1.07 (0.57-1.99)</td>
</tr>
<tr>
<td>Maternal education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 years of education</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>no education</td>
<td>11.59 (3.84-34.96)</td>
<td>11.83 (3.92-35.69)</td>
<td>11.98 (3.97-36.14)</td>
<td>11.06 (3.67-33.37)</td>
<td>11.47 (3.80-34.60)</td>
</tr>
<tr>
<td>6 years of education</td>
<td>5.95 (2.17-16.33)</td>
<td>6.07 (2.21-16.64)</td>
<td>6.08 (2.22-16.69)</td>
<td>5.8 (2.11-15.89)</td>
<td>5.96 (2.17-16.34)</td>
</tr>
<tr>
<td>9 years of education</td>
<td>4.63 (1.56-13.72)</td>
<td>4.73 (1.59-14.02)</td>
<td>4.76 (1.61-14.11)</td>
<td>4.59 (1.55-13.61)</td>
<td>4.63 (1.56-13.74)</td>
</tr>
<tr>
<td>Variance of random effect&lt;sup&gt;1&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mother</td>
<td>2.135 (0.041)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>household</td>
<td>3.074 (0.004)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>community</td>
<td>0.103 (0.319)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>village</td>
<td>0.054 (0.334)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>1</sup>The estimated variance of random effects and the p-value of the LRT
### Table 3.2: Five hazard models for child mortality (1-5 years)

<table>
<thead>
<tr>
<th>Variables</th>
<th>Standard model</th>
<th>Mother frailty</th>
<th>Household frailty</th>
<th>Community frailty</th>
<th>Village frailty</th>
</tr>
</thead>
<tbody>
<tr>
<td>RR (c.i.)</td>
<td>1.04 (0.96-1.13)</td>
<td>1.04 (0.96-1.13)</td>
<td>1.04 (0.96-1.13)</td>
<td>1.04 (0.96-1.13)</td>
<td>1.04 (0.96-1.13)</td>
</tr>
<tr>
<td>Gender</td>
<td>1.04 (0.96-1.13)</td>
<td>1.04 (0.96-1.13)</td>
<td>1.04 (0.96-1.13)</td>
<td>1.04 (0.96-1.13)</td>
<td>1.04 (0.96-1.13)</td>
</tr>
<tr>
<td>Birth order (linear)</td>
<td>0.98 (0.90-1.06)</td>
<td>0.98 (0.90-1.06)</td>
<td>0.98 (0.90-1.06)</td>
<td>0.98 (0.90-1.06)</td>
<td>0.98 (0.90-1.06)</td>
</tr>
<tr>
<td>Maternal age at delivery</td>
<td>1.04 (0.96-1.13)</td>
<td>1.04 (0.96-1.13)</td>
<td>1.04 (0.96-1.13)</td>
<td>1.04 (0.96-1.13)</td>
<td>1.04 (0.96-1.13)</td>
</tr>
<tr>
<td>Maternal education</td>
<td>1.04 (0.96-1.13)</td>
<td>1.04 (0.96-1.13)</td>
<td>1.04 (0.96-1.13)</td>
<td>1.04 (0.96-1.13)</td>
<td>1.04 (0.96-1.13)</td>
</tr>
<tr>
<td>Variance of random effect</td>
<td>0.005</td>
<td>0.947</td>
<td>0.005</td>
<td>0.947</td>
<td>0.005</td>
</tr>
</tbody>
</table>

The estimated variance of random effects and the p-value of the LR test.
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mother, such as genetic factors and maternal competence. At the household level, family size, socio-economic status and housing condition may be captured by household frailty term. At the broader coverage of level, community and village level were also included. These terms will account for the possible effects of infrastructure, climate, and other environmental factors within the community; and institutional effect within the village.

Figure 3.2 shows the profile likelihood for the mother and household frailty term. The 95% confidence interval is constructed by referencing a horizontal line 3.84/2 units below the maximum log-partial likelihood. The reference line is obtained by assuming that $2 \times (the \ difference \ in \ likelihood)$ has Chi-square distribution with one degree of freedom. The maximum log likelihood of the household frailty model is -1015.48, which corresponds to the value 3.074 of the estimated random effect variance, and -1017.43 for the mother frailty effect, which corresponds to the estimated random effect variance of 2.14. The intervals range from 0.63 to 7.70 for the household frailty, and 0.07 to 6.38 for the mother frailty. In fact, no interval cover zero value of the random effect variance, suggesting that the household and mother frailty are important. For community and village frailty, the 95% confidence intervals cover the zero value of the random effect variance, indicating that the community and village frailty are not important. This confirms the results of Table 3.1, in which household and mother frailty are important, whereas community and village frailty are not.

High household frailty effect indicates that housing condition, socio-economic status and other household level factors are more important than other factors that operate at mother, community or village level. The mother’s frailty effect was lower than the household, probably because some of the important maternal variables for childhood mortality have been accounted for in the model, such as maternal education and maternal age at delivery, whereas none
of household’s variables have been included. It is suggested that household factor variables should be included for further studies.

Similar to the infant mortality model, the estimated parameters in the child mortality models with frailty do not differ from the standard model (Table 3.2).

The general conclusion regarding the sibling and gender factors is that there was no evidence of gender difference reflected as difference in care between boys and girls in Purworejo district, Indonesia that may lead to mortality. This finding is in accord with the previous research (Wahab et al., 2001) and the general trend of the narrowing gaps in many aspects between boys and girls in the Indonesian society (Kevane and Levine, 2003). There is, however, an indication that having brother(s) may lead to higher risk of child mortality.

3.3 Morbidity: surveillance data

Because of its importance, childhood morbidity has been investigated by many researchers from diverse disciplines such as public health, biomedicine and social science. Two common diseases in childhood, diarrhea and respiratory infection, remain to be the most important causes of deaths among children (Rice, Sacco, Hyder and Black, 2000; Black, Morris and Bryce, 2003; UNICEF, 2003). In Indonesia, especially in the CHN-RL area, several studies related to childhood morbidity have been conducted. Machfudz (1998) conducted a study on the effect of morbidity (diarrhea and respiratory infection) on the change of the mid-upper-arm circumference in children under five years of age. Danardono (2000) studied the multilevel effects at community level, household level and individual level for the case of diarrhea disease. Wibowo (2000) evaluated the influence of nutritional status on morbidity (diarrhea and respiratory tract infection) among infants.
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We presented the application of EHA for analyzing two common and important childhood diseases, diarrhea and respiratory infection in the CHN-RL surveillance area. We demonstrated the use of various time scales to respond to research questions of interest. As in the previous section, the detail of the analysis in this section has been reported elsewhere by Danardono (2003).

3.3.1 Data, study variables and models

We utilized the CHN-RL morbidity surveillance for this analysis. The surveillance used the two-week recall questionnaire to collect information on childhood morbidity at the day of visit and 14 days backward and related variables. This type of questionnaire has been widely used for morbidity records, for instance in the Demographic and Health Surveys (DHS) in many countries, including Indonesia (CBS, NFPCB, MOH and MI, 1998).

The variables of interest are gender of the child, maternal education and maternal age (at the time of illness), sibling variables (as in the childhood mortality models in the previous section) and breastfeeding. Individual frailty effects as well as environmental and institutional frailty effects are also investigated. To ensure that information on the breastfeeding variable is available, cohort data from February 1995 until June 1998 were used with 2804 children available in the data set.

To analyze the data, we need to construct the data set into counting process style of input (start, stop, event). The process is straightforward but tedious, and computer demanding when the data set is large and includes time dependent covariates. Table 3.3 represents the data layout for the morbidity study. The observation column is the information obtained by the two-week recall questionnaire. The start, stop, event columns are constructed by the observation column and visit column. For instance, child with ID
Table 3.3: Data layout for morbidity study. In this example there are 2 children with 2 and 4 visits resulting into 9 spells (intervals with (start, stop] and event). The event of interest is 1 in the observation column. Some observations are split because the occurrence of the event or time-dependent covariate (e.g., weaned)

<table>
<thead>
<tr>
<th>ID</th>
<th>start</th>
<th>stop</th>
<th>event</th>
<th>observation</th>
<th>visit</th>
<th>weaned</th>
</tr>
</thead>
<tbody>
<tr>
<td>96</td>
<td>96-05-15</td>
<td>96-05-29</td>
<td>0</td>
<td>0000000000000000</td>
<td>96-05-29</td>
<td>——</td>
</tr>
<tr>
<td>96</td>
<td>96-08-20</td>
<td>96-08-31</td>
<td>1</td>
<td>0000000000001111</td>
<td>96-09-03</td>
<td>——</td>
</tr>
<tr>
<td>81</td>
<td>96-10-23</td>
<td>96-10-26</td>
<td>1</td>
<td>0001111100000000</td>
<td>96-11-06</td>
<td>97-07-31</td>
</tr>
<tr>
<td>81</td>
<td>96-10-31</td>
<td>96-11-06</td>
<td>0</td>
<td>0000000000000000</td>
<td>96-11-06</td>
<td>97-07-31</td>
</tr>
<tr>
<td>81</td>
<td>97-01-31</td>
<td>97-02-14</td>
<td>0</td>
<td>0000000000000000</td>
<td>97-02-14</td>
<td>97-07-31</td>
</tr>
<tr>
<td>81</td>
<td>97-04-29</td>
<td>97-05-07</td>
<td>1</td>
<td>0000000000000000</td>
<td>97-05-13</td>
<td>97-07-31</td>
</tr>
<tr>
<td>81</td>
<td>97-07-25</td>
<td>97-07-31</td>
<td>0</td>
<td>0000000000011100</td>
<td>97-08-08</td>
<td>97-07-31</td>
</tr>
<tr>
<td>81</td>
<td>97-07-31</td>
<td>97-08-04</td>
<td>1</td>
<td>0000000000011111</td>
<td>97-08-08</td>
<td>97-07-31</td>
</tr>
<tr>
<td>81</td>
<td>97-08-07</td>
<td>97-08-08</td>
<td>0</td>
<td>0000000000000000</td>
<td>97-08-08</td>
<td>97-07-31</td>
</tr>
</tbody>
</table>

81 at visit 1996-11-06 was split into two intervals, one ended at 1996-11-26 with event, and one at 1996-11-06 censored. The dates are constructed backwards in time from the visit date. When there are changes in the value of the time-dependent covariate, such as weaned at 1997-03-31, the observation was split according to the covariate times (e.g., ID 81 at visit 1997-08-08)

We use the the Andersen-Gill (AG) model, an extension of Cox’s model with age time scale, calendar time, and time since weaning. The model assumes independent increments, i.e., the numbers of events in non-overlapping time intervals are independent, given the history, with common baseline hazards for all events.

The AG model specifies intensity process similar to hazard function in the Cox model

$$
\lambda(t|Z(t)) = Y(t)\lambda_0(t)\exp(\beta'Z(t)),
$$

(3.1)

where $\lambda_0(t)$ is the baseline intensity, $\beta$ is unknown regression coeffi-
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Covariates, $Z(t)$ is vector of covariate, possibly time-dependent and $Y(t)$ is zero-one at-risk process. Unlike the Cox model for survival data, $Y(t)$ in the AG model is not absorbed to zero when an event occurs but alternates between zero and one depending on the event process. The purpose of counting process style of input $(\text{start}, \text{stop}], \text{event}$ mentioned above is to specify the $Y(t)$.

In the analysis we used the AG model with three different time scales, i.e., age, time since the start of the surveillance, and time since weaning.

3.3.2 Age time scale

Respiratory infection and diarrhea, as well as many other childhood diseases are usually age dependent. Choosing age as the time scale does not allow age itself to be in the model, but we can check the dependency by looking at the hazard plot. Figure 3.3 shows the plot of the hazards for both diseases. The hazard plots are smoothed by the Epanechnikov kernel, with a bandwidth of 10 months chosen by visual inspection, and plotted over the monthly crude hazard rates (the shaded barplot). The visual inspection is of course not an optimal method for choosing a bandwidth, compared with the method suggested by Andersen et al. (1993), but it is useful enough for exploratory purposes. The cumulative hazards of both diseases are almost linearly increasing. The estimated hazards show that the hazard might be associated with age, and around 12 months of age could be the highest peak of both diseases.

Table 3.4 gives the result for diarrhea. Increasing maternal age seems to be associated with increasing the risk. The breastfeeding variable has a rather significant contribution to the model where the never breastfed children had the highest risk as compared to the other categories. Maternal education and sibling variables did not show any significant contribution in the model.
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Figure 3.3: The cumulative hazard and hazard plot of childhood respiratory infection and diarrhea by age.
### Table 3.4: Hazard model for diarrhea, age time scale

<table>
<thead>
<tr>
<th>Variables</th>
<th>Relative risk (c.i.)</th>
<th>$p$-value LRT$^1$</th>
<th>$p$-value Non-prop$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>boy</td>
<td>1 (reference)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>girl</td>
<td>1.14 (0.87-1.51)</td>
<td>0.58</td>
<td></td>
</tr>
<tr>
<td>Maternal education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>non-educated</td>
<td>1 (reference)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>educated</td>
<td>1.58 (0.8-3.14)</td>
<td>0.78</td>
<td></td>
</tr>
<tr>
<td>Breastfeeding status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>breastfed</td>
<td>1 (reference)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>weaned</td>
<td>1.09 (0.69-1.73)</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>never breastfed</td>
<td>2.07 (1.04-4.11)</td>
<td>0.26</td>
<td></td>
</tr>
<tr>
<td>Maternal age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-19</td>
<td>1 (reference)</td>
<td>&lt;0.001</td>
<td></td>
</tr>
<tr>
<td>20-24</td>
<td>1.40 (0.75-2.60)</td>
<td>0.55</td>
<td></td>
</tr>
<tr>
<td>25-29</td>
<td>1.70 (0.95-3.03)</td>
<td>0.24</td>
<td></td>
</tr>
<tr>
<td>30-34</td>
<td>1.14 (0.59-2.22)</td>
<td>0.73</td>
<td></td>
</tr>
<tr>
<td>35+</td>
<td>1.66 (0.86-3.21)</td>
<td>0.38</td>
<td></td>
</tr>
<tr>
<td>Older sibling</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>none</td>
<td>1 (reference)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>brother</td>
<td>0.84 (0.57-1.24)</td>
<td>0.90</td>
<td></td>
</tr>
<tr>
<td>sister</td>
<td>0.91 (0.62-1.33)</td>
<td>0.84</td>
<td></td>
</tr>
<tr>
<td>Younger sibling</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>none</td>
<td>1 (reference)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>brother</td>
<td>1.12 (0.29-4.39)</td>
<td>0.63</td>
<td></td>
</tr>
<tr>
<td>sister</td>
<td>0.99 (0.27-3.67)</td>
<td>0.99</td>
<td></td>
</tr>
</tbody>
</table>

$^1$Likelihood ratio test  $^2$Non-proportionality test, global $p$-value=$0.89$
The frailty effects of this hazard model for diarrhea are all significant, with the value of 1.273, 1.229, 1.237, 0.614, 0.350 for individual, mother, household, community and village frailty, respectively. The estimated coefficients in the frailty models are only slightly different to the estimated coefficients of the standard model (Table 3.4), which may not give any further important information. However, the significant frailty effect of these frailty models indicate the existence of unobserved heterogeneity in the individual, mother, household, community and village groups which may need to be investigated further.

For the respiratory infection, the maternal age has a similar pattern to the diarrhea models as well as for the sex and sibling variables. Contrary to the diarrhea model, maternal education gave significant contribution to the model whereas the breastfeeding variables did not. The frailty effects for the respiratory infection model were also found to be important in the models.

For both hazards models of respiratory infection and diarrhea, there is no evidence of non-proportionality, as indicated by the global $p$-values test for non-proportionality (large values) and the $p$-values for each coefficient in both models. All necessary interactions, such as maternal education and breastfeeding, have also been checked and taken care of.

### 3.3.3 Calendar time

We used other time scales than age to allow age as a time dependent covariate in the model. One possible choice is the time since the start of the surveillance (February 1995).

Figure 3.4 shows the cumulative hazards and hazard as a function of time since the start of the surveillance where time is converted back to a calendar time. Against time, the hazard of respiratory infection is always higher than diarrhea. The highest peak of respira-
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Figure 3.4: The cumulative hazards and hazards plot of childhood respiratory infection and diarrhea by calendar time.

tory infection and diarrhea incidence seemed to be in April-June, the transition period from the rainy to the dry season; and in September-October, the transition from the dry to rainy season. There was also a long dry season in 1997 and an economic crisis that might have caused the peak incidence in that year.

Table 3.5 shows the hazards model for respiratory infection. The children’s age variable is significantly associated with the risk of developing respiratory infection. The highest risk for respiratory infection is in the 6-23 (months) age group. The conclusion is the same for maternal education and maternal age as in the model using age time scale. The other variables have a similar pattern to the models using age as the time scale. The pattern is also similar for the diarrhea models.

Also similar to the age time scale models, introducing frailty did
### Table 3.5: Hazards model for respiratory infection, calendar time

<table>
<thead>
<tr>
<th>Variables</th>
<th>Relative risk (c.i.)</th>
<th>p-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LRT&lt;sup&gt;1&lt;/sup&gt;</td>
<td>Non-prop&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td>0.984</td>
<td></td>
</tr>
<tr>
<td>boy</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>girl</td>
<td>0.99 (0.91-1.10)</td>
<td>0.135</td>
<td></td>
</tr>
<tr>
<td>Age of the child (months)</td>
<td></td>
<td>&lt;0.001</td>
<td></td>
</tr>
<tr>
<td>0-5</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6-23</td>
<td>1.83 (1.61-2.07)</td>
<td>0.267</td>
<td></td>
</tr>
<tr>
<td>24+</td>
<td>1.51 (1.21-1.90)</td>
<td>0.722</td>
<td></td>
</tr>
<tr>
<td>Maternal education</td>
<td></td>
<td>0.013</td>
<td></td>
</tr>
<tr>
<td>no education</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 yrs of education</td>
<td>1.33 (1.04-1.70)</td>
<td>0.168</td>
<td></td>
</tr>
<tr>
<td>9 yrs of education</td>
<td>1.29 (0.99-1.69)</td>
<td>0.145</td>
<td></td>
</tr>
<tr>
<td>12 yrs of education</td>
<td>1.42 (1.09-1.85)</td>
<td>0.259</td>
<td></td>
</tr>
<tr>
<td>Maternal age (years)</td>
<td></td>
<td>&lt;0.001</td>
<td></td>
</tr>
<tr>
<td>15-19</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-24</td>
<td>1.29 (1.05-1.58)</td>
<td>0.303</td>
<td></td>
</tr>
<tr>
<td>25-29</td>
<td>1.30 (1.04-1.61)</td>
<td>0.367</td>
<td></td>
</tr>
<tr>
<td>30-34</td>
<td>1.15 (0.92-1.45)</td>
<td>0.461</td>
<td></td>
</tr>
<tr>
<td>35+</td>
<td>1.32 (1.04-1.67)</td>
<td>0.656</td>
<td></td>
</tr>
<tr>
<td>Breastfeeding status</td>
<td></td>
<td>0.674</td>
<td></td>
</tr>
<tr>
<td>breastfed</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>weaned</td>
<td>1.01 (0.87-1.18)</td>
<td>0.725</td>
<td></td>
</tr>
<tr>
<td>never breastfed</td>
<td>0.84 (0.55-1.28)</td>
<td>0.595</td>
<td></td>
</tr>
<tr>
<td>Older sibling</td>
<td></td>
<td>0.641</td>
<td></td>
</tr>
<tr>
<td>none</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>brother</td>
<td>0.98 (0.85-1.12)</td>
<td>0.560</td>
<td></td>
</tr>
<tr>
<td>sister</td>
<td>0.94 (0.82-1.08)</td>
<td>0.458</td>
<td></td>
</tr>
<tr>
<td>Younger sibling</td>
<td></td>
<td>0.480</td>
<td></td>
</tr>
<tr>
<td>none</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>brother</td>
<td>0.98 (0.57-1.68)</td>
<td>0.661</td>
<td></td>
</tr>
<tr>
<td>sister</td>
<td>1.32 (0.85-2.05)</td>
<td>0.922</td>
<td></td>
</tr>
</tbody>
</table>

<sup>1</sup>Likelihood ratio test  <sup>2</sup>Non-proportionality test, global p-value=0.93
not change the estimated coefficients for both respiratory infection and diarrhea models, but the frailty variance was quite significant indicating unobserved heterogeneity in the data. Neither model violates the proportionality assumption of the Cox proportional hazard model according to the non-proportionality test.

3.3.4 Time since weaning

The protective effect of breastfeeding for childhood illness is well known and has been investigated by many authors, see for example Bhandari, Bahl, Mazumdar, Martines, Black, Bhan and Infant Feeding Study Group (2003) and references therein. In this section, the aim is to demonstrate the use of time since stop breastfeeding as an alternative time scale, for investigating the effect of breastfeeding on childhood morbidity. The breastfeeding definition in this section is simply based on the questionnaire on health status, breastfeeding and feeding practice and does not include breastfeeding pattern, such as exclusive breastfeeding and frequency of breastfeeding. The percentage of breastfed children is quite high in the surveillance area, about 98%, which is similar to the national figure of 96% (CBS et al., 1998). The median duration of breastfeeding is relatively long at 24.1 months which is also close to the national figure of 23.9 months.

The weaned age or the duration of breast feeding is one of the variables of interest. This variable is a time independent covariate that is fixed since the weaned time. Age of the child is also included as a time dependent covariate.

Table 3.6 gives the hazards model for respiratory infection. The weaned age is significant in the model. Although the differences of the effects between weaned age category are not huge, the longer weaned age seems to give a protective effect against respiratory infection.
Contrary to the previous models (with age and calendar time scale), the effect of maternal education is weak and leads to a different direction. The maternal age has similar pattern to the previous models. As with the previous models, there is no evidence of gender and sibling effect in this model.

The frailty effects are significant but do not change the general conclusion of the model (the estimated coefficients). In this model, there is no indication of violating the non-proportionality assumption.

The hazards model for diarrhea generally gives similar results as for respiratory infection. Here, the results are presented only for the weaned age. The variable has fewer categorizations than for respiratory infection because of the fitting problem. The relative risks with confidence intervals are 0.97 (0.25-3.76), 0.53 (0.13-2.13) for weaned age group 6-12 and 12+ months (the reference is 0-5 months) and has a p-value (LRT) of 0.607.

The frailty effects do not change the coefficient estimation of the hazards model for diarrhea. In fact, no frailties effects for diarrhea are significant. It may really show that there are no unobserved factors for the risk of diarrhea or no difference in risk in these groups or clusters (individual, mother, household, community and village). However, it is also possible that the number of observations is not large enough to show the frailty effects.

In general, the analysis concludes that children aged 6-23 months, or aged around one year of age, are prone to develop respiratory infection and diarrhea and there is a pattern of seasonality in both diseases. Maternal education is important. Surprisingly, the risk of the children developing the diseases are higher for the higher educated mothers. As in the mortality study, there is no evidence of gender and sibling’s effect.
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Table 3.6: Hazards model for respiratory infection, time since weaning

<table>
<thead>
<tr>
<th>Variables</th>
<th>Relative risk (c.i.)</th>
<th>$p$-value</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LRT$^1$</td>
<td>Non-prop$^2$</td>
</tr>
<tr>
<td>Gender</td>
<td>0.123</td>
<td></td>
<td></td>
</tr>
<tr>
<td>boy</td>
<td>1 (reference)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>girl</td>
<td>1.22 (0.95-1.58)</td>
<td>0.925</td>
<td></td>
</tr>
<tr>
<td>Weaned age (months)</td>
<td></td>
<td></td>
<td>0.040</td>
</tr>
<tr>
<td>0-4</td>
<td>1 (reference)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5-6</td>
<td>0.48 (0.18-1.32)</td>
<td>0.904</td>
<td></td>
</tr>
<tr>
<td>7-12</td>
<td>0.97 (0.55-1.74)</td>
<td>0.314</td>
<td></td>
</tr>
<tr>
<td>13+</td>
<td>0.58 (0.33-1.04)</td>
<td>0.431</td>
<td></td>
</tr>
<tr>
<td>Age of the child (months)</td>
<td>0.684</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-5</td>
<td>1 (reference)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6-23</td>
<td>1.41 (0.59-3.34)</td>
<td>0.747</td>
<td></td>
</tr>
<tr>
<td>24+</td>
<td>1.35 (0.52-3.51)</td>
<td>0.516</td>
<td></td>
</tr>
<tr>
<td>Maternal education</td>
<td>0.341</td>
<td></td>
<td></td>
</tr>
<tr>
<td>no education</td>
<td>1 (reference)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 yrs of education</td>
<td>0.84 (0.41-1.7)</td>
<td>0.113</td>
<td></td>
</tr>
<tr>
<td>9 yrs of education</td>
<td>0.98 (0.47-2.12)</td>
<td>0.191</td>
<td></td>
</tr>
<tr>
<td>12 yrs of education</td>
<td>0.88 (0.42-1.86)</td>
<td>0.197</td>
<td></td>
</tr>
<tr>
<td>Maternal age</td>
<td>0.018</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-19</td>
<td>1 (reference)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-24</td>
<td>2.44 (1.03-5.76)</td>
<td>0.851</td>
<td></td>
</tr>
<tr>
<td>25-29</td>
<td>3.23 (1.36-7.68)</td>
<td>0.551</td>
<td></td>
</tr>
<tr>
<td>30-34</td>
<td>2.32 (0.94-5.74)</td>
<td>0.564</td>
<td></td>
</tr>
<tr>
<td>35+</td>
<td>2.36 (0.93-5.97)</td>
<td>0.800</td>
<td></td>
</tr>
<tr>
<td>Older sibling</td>
<td>0.567</td>
<td></td>
<td></td>
</tr>
<tr>
<td>none</td>
<td>1 (reference)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>brother</td>
<td>0.84 (0.59-1.2)</td>
<td>0.794</td>
<td></td>
</tr>
<tr>
<td>sister</td>
<td>0.84 (0.58-1.21)</td>
<td>0.688</td>
<td></td>
</tr>
<tr>
<td>Younger sibling</td>
<td>0.495</td>
<td></td>
<td></td>
</tr>
<tr>
<td>none</td>
<td>1 (reference)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>brother</td>
<td>0.77 (0.36-1.65)</td>
<td>0.507</td>
<td></td>
</tr>
<tr>
<td>sister</td>
<td>1.26 (0.73-2.16)</td>
<td>0.633</td>
<td></td>
</tr>
</tbody>
</table>

$^1$Likelihood ratio test $^2$Non-proportionality test, global $p$-value=0.86
3.4 Morbidity: trial data

Deficiencies of iron and zinc often coexist and cause growth faltering, delayed development and increased morbidity from infectious diseases during infancy and childhood (Lind, 2004, Paper V). Therefore, combined iron and zinc supplementation may be a logical prevention strategy.

To investigate the effect of the supplementations, a community-based, randomized, double-blind, controlled trial, the ZINAK study, was conducted from July 1997 to May 1999 in the CHN-RL area, Purworejo, Indonesia. The subjects are different to the children in the surveillance morbidity discussed in the previous section.

This section demonstrates the use of EHA for morbidity analysis in the ZINAK data. Unlike the morbidity analysis in the previous section, here, we have continuous data collection in which various analyses rather than only AG-model are possible to be performed. We considered respiratory infection as the event of interest. Together with infant growth analysis in the next section, this section serves as a background problem for Chapter 5.

3.4.1 Data, study variables and models

The ZINAK study was conducted from July 1997 to May 1999 in the CHN-RL surveillance area, Purworejo, Indonesia. Healthy and singleton infants, aged less than six months were recruited. After assessing their eligibility, 680 infants were randomized into one of four treatments: iron, zinc, iron+zinc or placebo from 6 to 12 months of age (180 days of supplementation). More detailed description of the design and data collection is reported by Lind (2004). There are several outcomes of interest, biochemical outcomes (iron and zinc concentration in the blood), infants growth (anthropometry), infants
development (mental, psychomotor development) and morbidities. Here, we consider respiratory infection as the outcome of interest.

Morbidity information was obtained by visitation every third day. Field workers asked the parents or guardians regarding the compliance to supplementation as well as information on symptoms of illness for the day of visit and for the two days preceding the visit.

Among 680 infants, 666 completed supplementations and some of them dropped out. It may be necessary to consider the drop-out in the analysis since all of them were related to the supplementation as reported by Lind (2004). However, at this moment we analyze the completed records only according to intent-to-treat analysis. Covariates under consideration, other than the treatment itself, are gender and maternal education.

We used the AG model with age as the time scale as in the previous section (Equation (3.1)). Additionally, we used gap-time or sojourn time also as an alternative time scale. The gap-time is defined as the time since entry or previous event. When both models give similar results, we can safely assume a renewal process and consider a constant baseline hazard.

As in the previous section, we may actually use calendar time as well since morbidity may have a strong seasonal pattern. However given the rather short period of observation time (six months) and that most of the children entered the study at almost the same time, using calendar time and age is almost identical. However, when we want to model the morbidity with growth, which depends on age rather than calendar time, the age time scale has a clear advantage to calendar time.

3.4.2 Results

Tables 3.7 and 3.8 give the result of hazard model using the AG model and gap-time model. They are actually quite similar in their
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Table 3.7: Hazards model for respiratory infection using the Andersen Gill model, ZINAK study

<table>
<thead>
<tr>
<th>Variables</th>
<th>Risk ratio (c.i.)</th>
<th>p-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LRT(^1)</td>
<td>Non-prop(^2)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>boy</td>
<td>1 (reference)</td>
<td>0.044</td>
<td></td>
</tr>
<tr>
<td>girl</td>
<td>0.91 (0.83-1.00)</td>
<td>0.308</td>
<td></td>
</tr>
<tr>
<td>Supplementation</td>
<td></td>
<td>0.411</td>
<td></td>
</tr>
<tr>
<td>placebo</td>
<td>1 (reference)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>zinc</td>
<td>1.00 (0.88-1.14)</td>
<td>0.805</td>
<td></td>
</tr>
<tr>
<td>zinc+iron</td>
<td>0.91 (0.79-1.03)</td>
<td>0.235</td>
<td></td>
</tr>
<tr>
<td>iron</td>
<td>0.97 (0.85-1.11)</td>
<td>0.723</td>
<td></td>
</tr>
<tr>
<td>Maternal Education</td>
<td></td>
<td>&lt;0.001</td>
<td></td>
</tr>
<tr>
<td>no-education</td>
<td>1 (reference)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 years</td>
<td>0.84 (0.64-1.10)</td>
<td>0.133</td>
<td></td>
</tr>
<tr>
<td>9 years</td>
<td>0.70 (0.53-0.92)</td>
<td>0.427</td>
<td></td>
</tr>
<tr>
<td>12 years or more</td>
<td>0.46 (0.29-0.75)</td>
<td>0.102</td>
<td></td>
</tr>
</tbody>
</table>

\(^1\)Likelihood ratio test \(^2\)Non-proportionality test, global p-value=0.177

risk ratio and p-value of the likelihood ratio test. Assuming constant baseline hazards will give the same result. The raw and smoothed hazard function in Figure 3.5 also indicated a constant hazard during period of 6 to 12 months of age.

Looking at the estimates, there is no pronounced effect of the supplementation to respiratory infection which confirms the result by Lind (2004) in which Poisson regression was used. This result also reiterates the importance of maternal education as it has been found in the respiratory infection models using surveillance data (Section 3.3). Here, the direction of the maternal education is different to that of surveillance data. Higher education seemed to have protective effect on respiratory infection. The infants’ gender was rather significant with girls having a lower hazard than the boys.
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Table 3.8: Hazards model for respiratory infection using the gap-time model, ZINAK study

<table>
<thead>
<tr>
<th>Variables</th>
<th>Risk ratio (c.i.)</th>
<th>( p )-value LRT(^1)</th>
<th>( p )-value Non-prop(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>boy</td>
<td>1 (reference)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>girl</td>
<td>0.91 (0.83-1.00)</td>
<td>0.014</td>
<td></td>
</tr>
<tr>
<td>Supplementation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>placebo</td>
<td>1 (reference)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>zinc</td>
<td>1.01 (0.89-1.15)</td>
<td>0.172</td>
<td></td>
</tr>
<tr>
<td>zinc+iron</td>
<td>0.91 (0.80-1.04)</td>
<td>0.791</td>
<td></td>
</tr>
<tr>
<td>iron</td>
<td>0.98 (0.86-1.11)</td>
<td>0.652</td>
<td></td>
</tr>
<tr>
<td>Maternal Education</td>
<td></td>
<td>&lt;0.001</td>
<td></td>
</tr>
<tr>
<td>no-education</td>
<td>1 (reference)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 years</td>
<td>0.85 (0.65-1.12)</td>
<td>0.484</td>
<td></td>
</tr>
<tr>
<td>9 years</td>
<td>0.72 (0.54-0.95)</td>
<td>0.176</td>
<td></td>
</tr>
<tr>
<td>12 years or more</td>
<td>0.50 (0.31-0.80)</td>
<td>0.883</td>
<td></td>
</tr>
</tbody>
</table>

\(^{1}\)Likelihood ratio test \(^{2}\)Non-proportionality test, global \( p \)-value=0.101

Figure 3.5: Raw and smoothed hazard plot of childhood respiratory infection by age.
The other purpose of this analysis, aside from demonstrating the application of EHA, is to give a background for the problem of analyzing EHA together with longitudinal measurements in Chapter 5. It is well known that nutrition, growth and morbidity are closely related (Scrimshaw, 2003). Therefore, evaluating supplementation on both growth and morbidity simultaneously may give less bias than analyzing the two outcomes separately. Although it also has been reported briefly that anthropometrical status was not associated with the incidence of infectious disease (Lind, 2004), a more careful analysis may be needed.

3.5 Infant growth

Infant growth indicators such as weight, length, knee-heel, mid-upper arm circumference are another outcome of interest collected in the ZINAK study. Obviously, the type of outcomes is not a time-to-event data but ordinary continuous data. We presented the use of LDA to analyze such data, taking weight as the outcome of interest. Also, together with the morbidity analysis in the previous section this section serves as a background problem for Chapter 5.

Measurements of the weight were performed every month. Weight measurements before the period of trial were also available for most of the children. Figure 3.6 shows the children’s weight by age with smoothing lines. During the trial period from 6 to 12 months of age, a linear model for this weight growth curve may be sufficient. However, weight growth is very individually developed in which the between individual variance is usually large. Therefore, employing the linear random effects model reviewed in Section 2.3.2 is more suitable to the weight data than the ordinary linear model.
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Figure 3.6: The children’s weight across age. The greyed points denote the actual measurements of weight; the line denotes the smoothing splines of the weight measurements; the dashed line denotes the reference population (CDC 2000 growth charts); and the two vertical lines denote the starting and ending point of the trial.
Table 3.9: Growth curve model for weight using random effect and ordinary linear model, ZINAK study

<table>
<thead>
<tr>
<th>Variables</th>
<th>Random effect model</th>
<th>linear model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>6.37 (5.88, 6.86)</td>
<td>6.38 (6.11, 6.65)</td>
</tr>
<tr>
<td>Age</td>
<td>0.17 (0.17, 0.18)</td>
<td>0.17 (0.15, 0.19)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>boy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>girl</td>
<td>-0.54 (-0.68, -0.40)</td>
<td>-0.54 (-0.61, -0.48)</td>
</tr>
<tr>
<td>Supplementation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>placebo</td>
<td></td>
<td></td>
</tr>
<tr>
<td>zinc</td>
<td>0.02 (-0.18, 0.22)</td>
<td>0.08 (-0.01, 0.16)</td>
</tr>
<tr>
<td>zinc+iron</td>
<td>0.01 (-0.19, 0.21)</td>
<td>0.02 (-0.07, 0.10)</td>
</tr>
<tr>
<td>iron</td>
<td>0.01 (-0.19, 0.21)</td>
<td>0.03 (-0.06, 0.12)</td>
</tr>
<tr>
<td>Maternal Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>no-education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 years</td>
<td>0.20 (-0.28, 0.68)</td>
<td>0.19 (-0.02, 0.40)</td>
</tr>
<tr>
<td>9 years</td>
<td>0.31 (-0.18, 0.79)</td>
<td>0.30 (0.09, 0.51)</td>
</tr>
<tr>
<td>12 years or more</td>
<td>0.26 (-0.41, 0.94)</td>
<td>0.27 (-0.03, 0.57)</td>
</tr>
<tr>
<td>Illness days</td>
<td>-0.53 (-0.64, -0.41)</td>
<td>-1.12 (-1.57, -0.67)</td>
</tr>
<tr>
<td>Random effect</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sd(Intercept)</td>
<td>0.993 (0.923, 1.064)</td>
<td></td>
</tr>
<tr>
<td>sd(Age)</td>
<td>0.065 (0.061, 0.070)</td>
<td></td>
</tr>
<tr>
<td>corr(Intercept,Age)</td>
<td>-0.617 (-0.860, -0.430)</td>
<td></td>
</tr>
</tbody>
</table>

The model for weight is

$$y_i = X_i\beta + Zb_i + \epsilon_i, \quad i = 1, \ldots, N, \quad b_i \sim N(0, \Sigma), \quad \epsilon_i \sim N(0, \sigma^2 I), \quad (3.2)$$

where $y_i$ is the weight measurements on child $i$ and $N$ is the number of children, $b_i$ is vector of random effects, $X_i$ and $Zb_i$ are the covariates for the fixed and random effects, respectively.

Table 3.9 shows the results of fitting the weight models using a
random effects model and also the ordinary linear model for comparison. The *age* and *illness-days* covariates are measured as continuous variables while the rest are categorical. Illness days is the number of days with illnesses (symptoms) from the previous measurements time up to the current measurement time, as a proxy variable for the effect of duration of illness.

The random effects model has two parts, the fixed part (upper part of the column variables) and the random part (the lower one). First, we look at the random effects which correspond to the standard deviation and correlation of *intercept* and *age* (the $b_i$ in model (3.2)). They were found to be significantly different from zero, as indicated by their intervals which do not include zero. The result confirms the assumption that weight growth is quite individually developed.

Now we look at the fixed part ($\beta$ in model (3.2)) and compare the estimates with that of the ordinary linear model. The estimated coefficients of the two models are quite similar except for the *illness-days*. The confidence intervals from the random effect model are generally wider than that from the ordinary linear model. There seemed to be no effect of supplementation on the weight. The pronounced effects were *gender*, *age* and *illness-days*. We have check some interactions as well and we found that there was no interaction between *supplementation* and *illness-days*.

As comparisons, we also performed two alternative analyses for the weight longitudinal measurements. The first one is an analysis with WAZ (weight-for-age z-score) instead of weight. The WAZ is a standardized value of the weight compared to a reference population. We used the CDC 2000 reference population (Kuczmarski, Ogden and Guo, 2002) which was also used by Lind (2004) (see the dashed line in Figure 3.6). The *age* and *gender* variables were important, similar to the weight random effect model of Table 3.9, but the direction of the estimated regression coefficients was reversed. The estimated 95% confidence intervals were (-0.22, -0.206) and (0.00,
0.33) for age and girl, respectively. This indicates growth decreasing compared to the growth of the CDC 2000 and the boys seemed to suffer more than the girls. There is no different in conclusion for the supplementation, maternal education and illness days.

The second one is an analysis using weight velocity. The weight velocity for a certain age of individual is the weight difference between the current weight and the previous measurement weight divided by the length of time from the previous measurement age to current age. We used the ordinary linear model as the random effect part did not show any significant contributions. The age and illness days still show a large effect as in the weight models. The gender effect, however, disappeared. As in the weight models, supplementation did not show any significant effect in this weight velocity model.

In conclusion, there is a general growth decrease for children in the study compared to the standard reference population, but the supplementation did not seem to affect the growth. It is also of interest to investigate the growth model in relation to time-to-event morbidity data. We will discuss this problem in Chapter 5.

3.6 Remarks

We have demonstrated the application of EHA and LDA to analyze data from childhood health studies. There are two points of methodological interest emerging from the applications.

In EHA, sometimes we face more than one competing time scale. For instance, we may use calendar time instead of age in the morbidity model of Section 3.3. Age-period or age-period-cohort model is another situation in which more than one time scale is involved. The problem of multiple time scales will be discussed in the next chapter.

Important statistical issues in the ZINAK study is that the out-
comes of interest may actually interact with each other and analyzing them separately may give biased results. Specifically, the interest is on the joint analysis of time-to-event and longitudinal measurements outcomes. Comparison of approaches and further analysis of ZINAK respiratory infection and growth data will be presented in Chapter 5.
3.6. Remarks
Chapter 4

Multiple Time Scales

4.1 Introduction

Time is indispensable in event history analysis. Although time may be just a proxy measure for other influences of the events (Berzuini and Clayton, 1994b), time is the most readily available measurement and easy to utilize for comparison and generalization. For example, in epidemiology, age is the most often used time scale since it reflects cumulative damage that causes mortality, whereas, in clinical studies, time since diagnosis may be more important. This chapter considers the problem of choosing an appropriate baseline time scale and modeling dual time scales.

The choice of time scale is driven by the research question of the study. However, in the absence of knowledge about the importance of time scales, we may have to consider all relevant time scales. In an epidemiological surveillance study, it is common to perform an exploratory study to identify new emerging risk factors. One way of exploring the factors is by investigating several relevant time scales. In general, the choice of relevant time scales in epidemiology or ob-
4.1. Introduction

Observational studies is more difficult than in clinical studies (Liestøl and Andersen, 2002).

Farewell and Cox (1979) and Oakes (1995) suggested to choose a basic time scale that accounts for as much as the variation as possible. Duchesne (1999) and Duchesne and Lawless (2000) introduced the concept of ideal time scale. However, their focus is on the usage variable (such as mileage, asbestos exposure, etc.), as the other scale rather than the multiple origins problem, as considered in this thesis. Multiple time scales have been considered in the multistate model as well. Jones and Crowley (1992) and Commenges (1999) considered the problem of multiple time scales under the Markov and semi-Markov models. Ng and Cook (1997) developed a random effects model that includes piecewise constant formulations. Andersen and Keiding (2002) suggested a practical approach to choosing a basic time scale in the Cox model.

The piecewise constant hazards and discrete time models are the usual approaches to the multiple time scales problem, if we want to treat multiple time scales symmetrically (Keiding, 1990; Berzuini and Clayton, 1994b). Those approaches utilize the relation between Poisson regression and Cox’s proportional hazards model. Efron (2002) considered the discrete time approach to develop a two-way proportional hazards model and decomposed the hazards multiplicatively for a dual time scales problem.

In the Cox model, other time scales (than the basic time scale) can be considered as a defined time-dependent covariate (see Section 2.4.1). Therefore, Cox models with a time-dependent approach, such as a time-dependent covariate and time-dependent strata, can be used for multiple time scales modeling.

In this chapter, procedures to choose a basic time scale in Cox’s regression model are proposed. For the dual time scales problem, the connection between piecewise constant hazards and the time-
dependent approach is discussed. Quantitative comparisons are performed through simulation.

4.2 The choice of relevant time scales

The multiple time scales problem considered here is basically a multiple time origins problem with time equal to ordinary clock time. The nature of the problem is different from the usual multivariate survival such as bivariate survival in twin studies or pairs of human organ studies. In the multiple time origins problem, see the Lexis diagram in Figure 4.1(a), movement of time scale pairs is in the same direction (a line with slope 1) (Keiding, 1990). When a subject dies, for instance, both movements for that subject stop. In twin studies, a pair of twins may have different paths, if one dies the other may still continue the path.

Figure 4.1 shows the life line in a Lexis diagram for one subject and its corresponding separate time scales. Usually the time on the abscissa ($T_1$) represents calendar time, life length measured from the ”zero” calendar date (the birth of Christ); whereas time on the ordinate ($T_2$) represents age, life length measured from the subject’s birthdate. Another example is in a clinical study, where $T_1$ represents age and $T_2$ represents time-since-diagnosis. As we can see from the figure, both time scales stop at the same event time (the dashed lines) at a certain reference time, but their origins are different. The problem is choosing the most relevant time scale as baseline.

There is no regression coefficient estimated for the basic time scale. Therefore, a time variable whose effect is of interest should not be used as the basic time scale (Andersen and Keiding, 2002). However, the time variable with suspiciously irregular effect, which is difficult to model parametrically via a time-dependent covariate, may be chosen as the basic time scale.
4.2. The choice of relevant time scales

The guideline may be useful enough in practice, yet there is another situation when a more formal procedure in choosing a time scale is needed. When there is a suspicion about the erroneously specified time origin we may need a formal procedure to examine the observed time scales. We call a procedure to deal with the problem an erroneous scale procedure, henceforth.

The erroneous scale model assumes a data generating mechanism as in Figure 4.1. The hazard function of a true but unobserved duration \( T \) is modeled as a Cox model

\[
\lambda_i(t) = \lambda_0(t) \exp(\beta Z_i(t)), \quad t > 0, \tag{4.1}
\]

where \( \lambda_i(t) \) is the baseline hazard function for subject \( i \).

Several alternative time origins might be observed, resulting in several time scales (durations), e.g., \( T_1 \) and \( T_2 \) in Figure 4.1. In a real situation, the true duration \( T \) may be the time since onset until the event of interest which is not observable, and the alternative durations \( T_1 \) and \( T_2 \) are age and time since diagnosis, respectively. We are interested in choosing one most relevant time scale as a surrogate of the true time scale.

![Figure 4.1: (a) Lexis diagram and (b) separate scale](image-url)
4.2. The choice of relevant time scales

The Cox model with alternative time scales can be specified as

\[ \lambda_i(t) = \lambda_0(t + \delta_i) \exp(\beta Z_i(t + \delta_i)), \quad t > 0, \]  

(4.2)

where \( \delta_i \) represents the difference or delay between the true origin and the alternative origins for subject \( i \). For example, \( \delta_i \) is the duration from onset until diagnosis.

In this situation we may not have a proportional hazards model any longer since \( \delta_i \) varies between individuals. Therefore, when we observe only the alternative time scales, a simple procedure to investigate whether the time scale is appropriate or not is by examining the proportional hazards assumption.

We can write the hazard \( \lambda_0(t + \delta_i) \) as \( \lambda_0(t_0)W_i \), separating the baseline hazards and the subject-specific factor, if we assume the Gompertz hazard function (Liestøl and Andersen, 2002). Model (4.2) then is a Cox model with frailty (Section 2.2.5),

\[ \lambda_i(t) = \tilde{\lambda}_0(t)W_i \exp(\beta Z_i(t + \delta_i)), \quad t > 0, \]  

(4.3)

where \( W_i \) is the random effects or frailty variable as a function of \( \delta_i \). In this situation we may estimate a frailty effect, for instance by assuming that \( W_i \) is gamma distributed with mean 1 and variance \( \omega \). Therefore, another procedure to examine the time scales is by examining the frailty effects.

However, when those procedures do not seem to reveal the most relevant time scale, and there is scientific reason that the time scales are all important, we may model multiple time scales simultaneously. We discuss this problem for the case of dual time scales in the next section.
4.3 Modeling dual time scales

We will discuss the multiple time scales problem for the case of dual time scales such as age and calendar time (period). Figure 4.2 represents typical dual time scales event history data on a *Lexis* diagram.

The general aim is to model the hazards as a function of age $y$, calendar time $x$ and covariate $Z$ which may also depend on $y$ and $x$. Let $\mu(x, y)$ be the hazard function at period $x$ and age $y$. Generalizing from the single time scale, the Cox proportional hazard model for dual time scales is

$$\mu(x, y | Z) = \mu_0(x, y) \exp(\beta Z),$$

(4.4)

where $\mu_0(x, y)$ is the baseline hazard function at period $x$ and age $y$ common to all individuals. Three approaches are considered here to model (4.4), i.e., the piecewise constant hazards, time-dependent strata and time-dependent covariate methods.
4.3. Modeling dual time scales

4.3.1 Piecewise constant hazards

In the piecewise constant hazards model we assume that the hazard function \( \mu(x, y) \) is piecewise constant across the Lexis plane. Technically, the Lexis plane is divided into sufficiently small rectangles such that constant hazard function \( \mu \) can be reasonably assumed in each rectangle. Let \( u_i \) be the total exposure time in a rectangle and \( d_i \) be the number of events (0 or 1) for individual \( i \), then the contribution of individual \( i \) to the likelihood is

\[
L_i(\mu) = (\mu)^{d_i} \exp(-\mu u_i), \quad i = 1, \ldots, n, \tag{4.5}
\]

in this specific rectangle. To assess other effects on the hazard we may specify \( \mu \exp(Z \beta) \) instead of only \( \mu \), where \( Z \) is a vector of covariates and \( \beta \) is a vector of unknown regression coefficients. Although any functional form of \( Z \) and \( \beta \) is possible, the log-linear form \( \exp(\beta Z) \) is convenient.

Let the Lexis plane, as in Figure (4.2), be divided into smaller rectangles

\[
\Omega_{(r,s)} = \{(x, y) : x \in [x_{r-1}, x_r) \text{ and } y \in [y_{s-1}, y_s)\},
\]

\( r = 1, 2, \ldots, R \), \( s = 1, 2, \ldots, S \); \( d_{i(r,s)} \) and \( u_{i(r,s)} \) be the number of observed events and time spent (exposure time) in each \( \Omega_{(r,s)} \) for individual \( i \), \( i = 1, \ldots, n \). The likelihood for the piecewise constant hazards model (4.5) for all individuals and over the lexis grid \( \Omega \) is

\[
L(\mu, \beta) = \prod_{r=1}^{R} \prod_{s=1}^{S} \prod_{i=1}^{n} \left( (\mu_{rs} \exp(\beta Z_i))^{d_{i(r,s)}} \exp(-\mu_{rs} \exp(\beta Z_i) u_{i(r,s)}) \right), \tag{4.6}
\]

where \( \mu_{rs} \) is the baseline hazard in \( \Omega(r, s) \).

It is possible to assess the effects of time (age and calendar time) on the hazard by assuming a multiplicative decomposition \( \mu_{rs} = \lambda_s \gamma_r \).
4.3.2 Time-dependent approaches

In the single time scale situation, the partial likelihood used in the Cox proportional hazards model to estimate the regression coefficients can be interpreted as a profile likelihood obtained from a piecewise constant hazards likelihood maximized to certain nuisance parameters and allowing the width of the time intervals approaching zero (Johansen, 1983; Clayton, 1988). This procedure does not work in the dual time scale situation due to the lack of smoothness of the maximum likelihood baseline rate estimates (Keiding, 1990; Berzuini and Clayton, 1994b). Efron (2002) was able to construct a genuine two-way proportional hazards model by considering discrete time scales.

An alternative approach is to let the partition of one time scale interval be fixed as the partition in the other direction gets finer and finer. In the limit, we get two different solutions, depending on which partition is kept fixed.

We consider the likelihood for the piecewise constant hazards model of Equation (4.6). Now, given $\beta$, the $\mu_{rs}$ may be separately estimated as follows. Looking at specific values of $r$ and $s$ and suppressing the dependence of them, and taking logs gives

$$
\ell_{rs} = \sum_{i=1}^{n} \left[ d_i \log \mu + d_i \beta Z - \mu \exp(\beta Z_i) u_i \right].
$$

(4.7)

By equating the derivative of (4.7) wrt $\mu$ to zero, we get $\hat{\mu}_{rs}(\beta)$:

$$
\hat{\mu}_{rs}(\beta) = \frac{\sum_{i=1}^{n} d_{i(r,s)} u_{i(r,s)} \exp(\beta Z_i)}{\sum_{i=1}^{n} u_{i(r,s)} \exp(\beta Z_i)}, \quad r = 1, \ldots, R; \quad s = 1, \ldots, S.
$$

(4.8)

By replacing $\mu_{rs}$ in (4.6) by (4.8), taking logarithms and simplifying,
we get the profile log likelihood
\[\ell_p(\beta) \propto \sum_{r=1}^R \sum_{s=1}^S \sum_{i=1}^n d_{i(r,s)} \log \left( \frac{e^{\beta Z_i}}{\sum_{j=1}^n e^{\beta Z_j} u_j(r,s)} \right). \tag{4.9}\]

The time-dependent strata approach
We proceed with the approach with a fixed period (calendar time) x scale, i.e., we keep \( R \) in (4.9) fixed.

Now let \( \omega = y_s - y_{s-1} \) be the constant width of the time intervals on the y scale. When \( S \to \infty \) \( (\omega \to 0) \), \( d_{i(r,s)} \) and \( u_{i(r,s)} \) will become
\[d_{i(r,s)} = \begin{cases} 1 & \text{if an event occurs for individual } i \text{ in } \Omega(r,s), \\ 0 & \text{otherwise,} \end{cases}\]
\[u_{i(r,s)} \approx \begin{cases} \omega & \text{if individual } i \text{ is observed in } \Omega(r,m), \\ 0 & \text{otherwise.} \end{cases}\]

Let
\[Y_{i(r,s)} = \begin{cases} 1 & \text{if individual } i \text{ is observed in } \Omega(r,m), \\ 0 & \text{otherwise.} \end{cases}\]

The profile likelihood (4.9) then becomes
\[\ell_p(\beta) \approx \sum_{r=1}^R \sum_{s=1}^S \sum_{i=1}^n d_{i(r,s)} \log \left( \frac{e^{\beta Z_i}}{\sum_{j=1}^n e^{\beta Z_j} Y_j(r,s)} \right) \]
\[= \sum_r \sum_s \sum_i d_{i(r,s)} \log \left( \frac{e^{\beta Z_i}}{\sum_{j=1}^n e^{\beta Z_j} Y_j(r,s)} \right) \]
\[- \sum_r \sum_s \sum_i d_{i(r,s)} \log(\omega)\]
removing the terms independent of $\beta$. Since the $d_i(r, s)$ has values 1 only at the event times, the contributions to the likelihood are only at the event times. Therefore the denominator of the log part is actually a sum over the risk set given $r$. The profile likelihood can be written as

$$
\ell_p(\beta) = \sum_{r=1}^{R} \sum_{i \in D_r} \log \left( \frac{\exp (\beta Z_i)}{\sum_{j \in R_r(y_i)} e^{\beta Z_j}} \right),
$$

(4.11)

where $D_r$ is the event set and $R_r(y_i)$ is the risk sets at $y_i$, given $r$. In Figure 4.2, event set is all lines with dots, and the risk set is all lines that intersect the horizontal line crossing each dot (the event times $y$). The profile likelihood (4.11) corresponds to the partial likelihood of Cox’s proportional hazards model with basic time scale age $y$ and time dependent strata on the time scale $x$.

### Time-dependent covariate approach

Assuming a multiplicative model for the baseline hazard function,

$$
\mu_{rs} = \lambda_s \gamma_r, \quad r = 1, \ldots, R; \ s = 1, \ldots, S,
$$

(4.12)

we get a slightly different profiling procedure, leading to the time-dependent covariate approach. The log likelihood becomes

$$
\ell(\gamma, \lambda, \beta) = \sum_{s=1}^{S} \sum_{r=1}^{R} \sum_{i=1}^{n} \left[ d_{i(r,s)} \log (\lambda_s \gamma_r e^{\beta Z_i}) - \lambda_s \gamma_r e^{\beta Z_i} u_i(r,s) \right].
$$

(4.13)
Given $\beta$ and $\gamma_r, r = 1, \ldots, R$, maximizing (4.13) with respect to $\lambda_1, \ldots, \lambda_S$ is straightforward. The solution is

$$\hat{\lambda}_s = \frac{\sum_r \sum_i d_{i(r,s)} \gamma_r}{\sum_r \gamma_r \sum_i e^{\beta Z_i}}, \quad s = 1, \ldots, S.$$  

(4.14)

Substituting (4.14) into (4.13) and simplifying by removing the terms independent of $\beta$ and $\gamma$ gives the profile likelihood

$$\ell_p(\gamma, \beta) \propto n \sum_{i=1}^R \sum_r \sum_s d_{i(r,s)} \log \left( \frac{\gamma_r \exp(\beta Z_i)}{\sum_{t=1}^R \gamma_t \sum_{j=1}^n e^{\beta Z_j u_{j(t,s)}}} \right).$$  

(4.15)

We proceed with this derivation in a similar manner to that of the case with time dependent strata. When $S \to \infty$ or $\omega \to 0$, $d_{i(r,s)}$ and $u_{i(r,s)}$ becomes the event indicator and at risk indicator at time $s$. The summation over all individuals $i$ becomes the summation over the event times $i \in D$. At the denominator of the log part, summation will be determined only at the event times $s$, since all other terms will vanish by the definition of the event indicator $d_{i(r,s)}$. Similarly, in the denominator the summation will be over the risk set $R(y_i)$. The summation over $\gamma_t$ will also be completely determined by $j \in R(y_i)$. The profile likelihood becomes

$$\ell_p(\gamma, \beta) = \sum_{i \in D} \sum_{r=1}^R \log \left( \frac{\gamma_r \exp(\beta Z_i)}{\sum_{j \in R(y_i)} \sum_m \gamma_m e^{\beta Z_j}} \right).$$  

(4.16)

The log profile likelihood (4.16) is exactly the log of Cox’s partial likelihood with a time dependent categorical covariate, where the categories are defined by the time intervals $(x_{r-1}, x_r], r = 1, \ldots, R$. Instead of categorical covariate, we may also specify the values of $x_r$ or any function of $x_r$ at the event times.

A similar connection can be derived by letting the age be fixed and period interval lengths approach zero. The result will be the Cox
proportional hazards model with (age) entering as time dependent strata or as a time dependent covariate in the model with basic time scale calendar time.

Other pairs of time scales are of course possible. For instance, dual time scales age and time since diagnosis arise frequently in clinical studies, age and time since weaning is another example from childhood life studies.

4.4 Simulation studies

4.4.1 Erroneous scale

The first simulation study investigates the performance of procedures to select relevant time scales discussed in Section 4.2. The procedures are the proportional hazards assumption test and frailty model estimation.

Several data generating models are assumed. We consider two competing time scales $S_1$ with duration $T_1$ and $S_2$ with duration $T_2$. $S_1$ was specified as a better time scale than $S_2$ in the sense that $S_1$ has lower value of time delay $\delta_i$ than $S_2$ has. One example in a real study, the true time scale is time since the onset of certain disease, $T_1$ is time since the subject feels any symptoms of the disease and $T_2$ is time since diagnosis. We assume that the time since onset can not be determined by the diagnosis.

The true duration $T$ is generated by the ordinary proportional hazards model,

$$\lambda_i(t) = \lambda_0(t) \exp(\beta Z_i), \quad t > 0,$$

but we can only observe $T_1$ and $T_2$ generated from the true time scale with delays $\delta_i$ for each individual $i$. The details of the simulation procedure is described in the Appendix A-1. No truncation or
censoring is considered in this simulation. Similar simulation studies have been considered by Liestøl and Andersen (2002) for the Gompertz-Makeham baseline hazard function with the purpose of showing the effect of misalignment patients and measurement error on the estimated regression coefficients.

To make $S_1$ better than $S_2$, the mean of $\delta_i$ for $T_1$ was specified lower than that for $T_2$ and $\delta_i$ follows uniform and exponential distributions. For this simulation the baseline hazards were determined parametrically as Gompertz, Exponential or Weibull hazard functions. One fixed categorical zero-one covariate $Z_i$ generated from Bernoulli distribution was also included.

Now, we compare the performance of the proportional hazard test ($ph$-test) and frailty variance estimation to detect the relevant time scales. The relevant time scale is expected to satisfy the proportional hazards assumption, and therefore will have larger $p$-values. In the frailty model, the estimated gamma frailty variance is used to detect the relevant time scale. A smaller frailty variance will indicate a better time scale. In a real situation, a more careful analysis can be performed. For example, a Schoenfeld residuals plot may be used to accompany the $ph$-test, and a confidence interval constructed from the profile likelihood may be calculated for the gamma frailty variance.

In the simulation the mean and standard deviation of the $ph$-test $p$-value and gamma frailty variance are used to summarize the result from 1000 replications. Histograms of the values are also examined (results not shown). In Tables 4.1 and 4.2 the mean of the $ph$-test $p$-value is under the $zph$ column, and the mean of the gamma frailty variance is in the $\omega$ column.

There are some general comments for the generated data. The delays ($\delta_i$) that follows an exponential distribution seems to make the model suffering from the violation of the proportional hazards assumption, shown by the low value of the coverage (the percentage
### 4.4 Simulation studies

**Table 4.1**: Simulation study for erroneous scale with \( \delta_i \) follows uniform distribution \( U(0,1) \) and \( U(0.5,2) \), for \( S_1 \) and \( S_2 \) respectively. The true coefficient \( \beta \) is 2.

<table>
<thead>
<tr>
<th>Time Scale</th>
<th>Baseline Model</th>
<th>( \delta_i )</th>
<th>p-value</th>
<th>Hazards</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( \bar{\beta} )</td>
<td>( \beta )</td>
<td>( \bar{\omega} )</td>
<td>( \omega )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CoxPH</td>
<td>CoxPHF</td>
<td>CoxPH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>zph</td>
<td>zph</td>
<td>p</td>
</tr>
<tr>
<td>Baseline</td>
<td></td>
<td>1.98</td>
<td>94.8</td>
<td>0.65</td>
<td>1.92</td>
</tr>
<tr>
<td>Gompertz</td>
<td></td>
<td>1.99</td>
<td>94.2</td>
<td>0.66</td>
<td>0.009</td>
</tr>
<tr>
<td>CPH</td>
<td></td>
<td>1.64</td>
<td>47.8</td>
<td>0.44</td>
<td>0.18</td>
</tr>
<tr>
<td>CPHF</td>
<td></td>
<td>1.64</td>
<td>48.2</td>
<td>0.44</td>
<td>0.001</td>
</tr>
<tr>
<td>Exponential</td>
<td></td>
<td>1.85</td>
<td>85.8</td>
<td>0.58</td>
<td>0.19</td>
</tr>
<tr>
<td>CPH</td>
<td></td>
<td>1.85</td>
<td>85.8</td>
<td>0.59</td>
<td>0.004</td>
</tr>
<tr>
<td>CPHF</td>
<td></td>
<td>1.85</td>
<td>85.8</td>
<td>0.54</td>
<td>0.002</td>
</tr>
</tbody>
</table>

The values in every second row are standard deviations. \( \beta \) is the mean of estimated coefficient. \( \bar{\beta} \) is the mean of estimated coefficient. \( \bar{\omega} \) is the mean of estimated frailty variance. \( \omega \) is the mean of estimated frailty variance. The values in every second row are standard deviations.
Table 4.2: Simulation study for erroneous scale with $\delta_i$ follows exponential distribution with mean 0.5 and 1.25, for $S_1$ and $S_2$ respectively. The true coefficient $\beta$ is 2. Each value is calculated based on a sample of size 200 with 1000 replications.

<table>
<thead>
<tr>
<th>Baseline hazards</th>
<th>Model</th>
<th>$S_1$</th>
<th></th>
<th></th>
<th>$S_2$</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\beta$</td>
<td>$p$</td>
<td>$zph$</td>
<td>$\omega$</td>
<td>$\bar{\beta}$</td>
<td>$p$</td>
</tr>
<tr>
<td>Gompertz CPH</td>
<td>1.87</td>
<td>87.0</td>
<td>0.63</td>
<td>–</td>
<td>1.44</td>
<td>13.6</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td>–</td>
<td>0.25</td>
<td>–</td>
<td>0.20</td>
<td>–</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>1.90</td>
<td>87.0</td>
<td>0.66</td>
<td>0.02</td>
<td>1.65</td>
<td>48.8</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>0.22</td>
<td>–</td>
<td>0.22</td>
<td>0.067</td>
<td>0.28</td>
<td>–</td>
<td>0.19</td>
</tr>
<tr>
<td>Exponential CPH</td>
<td>1.23</td>
<td>1.2</td>
<td>0.36</td>
<td>–</td>
<td>0.70</td>
<td>0.0</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>0.19</td>
<td>–</td>
<td>0.29</td>
<td>–</td>
<td>0.18</td>
<td>–</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>1.39</td>
<td>19.6</td>
<td>0.50</td>
<td>0.147</td>
<td>1.04</td>
<td>10.0</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>0.26</td>
<td>–</td>
<td>0.21</td>
<td>0.196</td>
<td>0.36</td>
<td>–</td>
<td>0.18</td>
</tr>
<tr>
<td>Weibull CPH</td>
<td>1.55</td>
<td>28.2</td>
<td>0.51</td>
<td>–</td>
<td>0.94</td>
<td>0.0</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>0.18</td>
<td>–</td>
<td>0.29</td>
<td>–</td>
<td>0.18</td>
<td>–</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>1.63</td>
<td>46.2</td>
<td>0.61</td>
<td>0.069</td>
<td>1.31</td>
<td>22.6</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>0.23</td>
<td>–</td>
<td>0.20</td>
<td>0.124</td>
<td>0.32</td>
<td>–</td>
<td>0.16</td>
</tr>
</tbody>
</table>

$p$ is the coverage (percentage) of the interval estimation
$\bar{\beta}$ is the mean of estimated coefficient
$zph$ is the mean of proportional hazards test $p$-value
$\omega$ is the mean of estimated frailty variance
The values in every second row are standard deviations
of confidence intervals covering the true coefficient $\beta$). The most suffering one is the model with exponential baseline hazard.

When the baseline hazard function follows a Gompertz model, both the $ph$-test and frailty model show good performances. In Table 4.1, $S_1$ and $S_2$ are equally good, whereas in Table 4.2, $S_1$ is better than $S_2$ showed by the larger value of $zph$ and smaller $\omega$. The performances are confirmed by the coverage percentages $p$ which have lower value for the wrong time scale.

Exponential baseline hazards are very much affected by the erroneous scale. Although the $zph$’s do not show very low values and $\omega$’s do not show very large values, the coverage probabilities are very low. In Table 4.1, it is rather hard to distinguish the time scales, because the values of $zph$ and $\omega$ look similar, but the coverage probabilities are quite low for $S_2$. For a larger effect of erroneous scale in Table 4.2, $S_1$ and $S_2$ can be distinguished by the value of $zph$ and $\omega$. The estimated frailty variances in the exponential baseline hazards (Table 4.1) do not seem to reveal the frailty effect. They give small variances but actually the effect is rather bad (lower coverages).

The performance of the procedures under the Weibull baseline hazard is generally similar with that of Gompertz. In the Weibull hazard the delays has a larger effect than in the Gompertz. The $zph$ and $\omega$ can distinguish $S_1$ and $S_2$ in the data with a larger effect of erroneous scale.

When the procedures do not show a difference between $S_1$ and $S_2$, dual time scales modeling may be performed. For the data generated from these erroneous scale models, the inclusion of other time scales in the analysis will not likely increase the model fit.

4.4.2 Dual time scales

The second simulation study considered the approach discussed in Section 4.3 for modeling dual time scales $S_1$ and $S_2$. In a real study,
\( S_1 \) and \( S_2 \) could be calendar time and age, or age and time since diagnosis. In this simulation we assume the true model that generates duration \( T_1 \) as a result of using \( S_1 \) follows a Cox model with time dependent covariate

\[
\lambda_i(t \mid Z(t)) = \theta \exp(\beta_1 \eta_i + \beta_2 (t + \delta_i)), \quad t > 0.
\]  

(4.18)

For example, \( T_1 \) is time since onset of certain disease, \( T_2 \) is the age and \( \delta_i \) is the age at onset, so where \( T_1 = T_2 - \delta \). For positive \( \beta_2 \) the hazard for individual \( i \) will increase with time and the hazard is higher for individuals with higher \( \delta_i \) (higher age at onset). The details of the data generating procedure of this simulation are presented in Appendix A-2.

In reality, we do not know the exact data generating process, we only believe that \( T_1 \) and \( T_2 \) should be modeled simultaneously. The compared performances for this simulation are the estimation of \( \beta_1 \) (the mean estimation, standard deviation) and the mean of the \( ph \)-test \( p \)-value (for analysis with Cox’s model). One example of dual analysis is in the childhood mortality studies (Section 3.2). We may believe that the mortality depends on age and seasonality, therefore both time scales, age and period (as the proxy of seasonality), have to be taken care of. The variables of interest are not the times themselves but other explanatory variables such as gender, maternal education, etc. How the method of taking care of \( T_1 \) and \( T_2 \) affects the explanatory variable of interest is what we want to compare.

For the piecewise constant hazard approach, each time scale were divided into four equal-width intervals. Experimenting with several variations of gridding for generated data used in this simulation, four intervals gave reasonable piecewise constant hazards and was computationally feasible.

For the time-dependent strata, the same intervals as in the piecewise constant hazards were used. The analysis used the counting process data setup (Section 2.2). For each generated data set,
Table 4.3: Simulation study for dual time scales $S_1$ and $S_2$ analyzed with piecewise constant hazards and time dependent approaches. The true coefficients are $\beta_1 = 1.5$, $\beta_2 = 0, 1$ and $\delta_i$ is exponential with rate 0.85. Each value is calculated based on a sample of size 200 with 1000 replications.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\beta_2 = 0$</th>
<th>$\beta_2 = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta_1$ (sd)</td>
<td>$p_1$</td>
</tr>
<tr>
<td>piecewise const-hzd</td>
<td>1.55(.18)</td>
<td>95.2</td>
</tr>
<tr>
<td>$S_1$ time-dep strata</td>
<td>1.51(.19)</td>
<td>94.9</td>
</tr>
<tr>
<td>$S_2$ time-dep strata</td>
<td>1.51(.19)</td>
<td>95.2</td>
</tr>
<tr>
<td>$S_1$ time-dep covariate</td>
<td>1.51(.18)</td>
<td>95.3</td>
</tr>
<tr>
<td>$S_2$ time-dep covariate</td>
<td>0.91(.13)</td>
<td>5.6</td>
</tr>
</tbody>
</table>

$S_1$ and $S_2$ in front of the method’s name denotes the basic time scale used.

two time-dependent strata estimation procedures were carried out. The first one used $S_1$ as the basic time scale with $S_2$ as the time-dependent stratum, and the second used $S_2$ as the basic time scale with $S_1$ as the time-dependent stratum.

In the Cox time-dependent covariate analysis, the values of the covariate are only used at event times with a certain functional form. Analyzing time-dependent covariates in that way is computationally demanding, therefore we used similar time intervals as in the piecewise constant hazard and the time-dependent strata method. The form of the function is modeled non-parametrically using penalized smoothing spline (Hastie and Tibshirani, 1990), which is available, for instance, in the survival package of R or S-PLUS. As in the time-dependent strata case, two analyses were carried out by this model using each time scale and including the other time scale as a time-dependent covariate.

The results are shown in Table 4.3 for exponentially distributed $\delta_i$ and in Table 4.4 for uniformly distributed $\delta_i$. 

4.4. Simulation studies
Table 4.4: Simulation study for dual time scales $S_1$ and $S_2$ analyzed with piecewise constant hazards and time dependent approaches. The true coefficients are $\beta_1 = 1.5$, $\beta_2 = 0, 1$ and $\delta_i$ is uniform(0,2). Each value is calculated based on a sample of size 200 with 1000 replications.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\beta_2 = 0$</th>
<th>$\beta_2 = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta_1$ (sd)</td>
<td>$\hat{p}_1$</td>
</tr>
<tr>
<td>piecewise const-hzd</td>
<td>1.53(.17)</td>
<td>95.1</td>
</tr>
<tr>
<td>$S_1$ time-dep strata</td>
<td>1.51(.18)</td>
<td>95.4</td>
</tr>
<tr>
<td>$S_2$ time-dep strata</td>
<td>1.51(.18)</td>
<td>94.8</td>
</tr>
<tr>
<td>$S_1$ time-dep covariate</td>
<td>1.50(.18)</td>
<td>95.1</td>
</tr>
<tr>
<td>$S_2$ time-dep covariate</td>
<td>0.88(.13)</td>
<td>3.1</td>
</tr>
</tbody>
</table>

In general, piecewise constant hazard and time-dependent strata show good performances. For the time-dependent strata, the appropriate analysis assuming model 4.18 is to use $S_1$ as the basic time scale which gave good performances. However, even if the inappropriate basic time scale $S_2$ is used, the performances are also good with only slightly violated proportional hazards assumption.

For the time-dependent covariate approaches, using $S_1$ as the basic time scale gave good performances which is not surprising given the data generating model. Using the wrong basic time scale $S_2$ is really harmful and worse if the time-dependent covariate is really in the model, i.e., $\beta_2 = 1$. Simulation with $\beta_2 = 0$ complements the result given by Liestøl and Andersen (2002). In their simulation $T_1$ is 'time since diagnosis' which had a Gompertz form and $T_2$ is age. The Gompertz baseline hazard is convenient since $T_1$ can switch into time-dependent covariate and still give the same result. In this simulation it is shown that a baseline hazard other than the Gompertz (constant hazard in this simulation) will give different results.
4.5. Application to infant mortality age-period analysis

This issue has also been discussed for the case of an epidemiological follow-up study by Korn, Graubard and Midthune (1997).

4.4.3 Miss-specification

We also analyzed the generated data sets under miss-specified analysis, i.e., (i) the data was generated from the erroneous scale model but analyzed with the dual time scales methods; (ii) the data was generated from the dual time scales model but analyzed with the erroneous scale methods.

For the first miss-specified analysis, all dual time scales approaches showed good performances for the low effect of erroneous scale (the Gompertz baseline hazard case) but not for the large effect of erroneous scale (the exponential baseline hazard case). The Cox models with time-dependent strata and piecewise constant hazards approaches have similar performances and they are better than the Cox model with a time-dependent covariate.

For the second miss-specified analysis, the exponentially distributed $\delta_i$, the $ph$-test and frailty model suggest that $S_1$ is the most relevant time scale. However, for the uniformly distributed $\delta_i$ the procedures do not show any difference.

4.5 Application to infant mortality age–period analysis

We look again at the application considered in Section 3.2 about infant and child mortality. We mainly concentrate on the dual time scales age-period problem with categorical covariates gender (boy or girl) and maternal education (none, 6, 9, 12 years of education) for infant mortality data.
Analyses with piecewise constant hazards, Cox’s proportional hazards with age time scale and Cox’s proportional hazards with period time scale were performed. Two-month grids were applied for both age and period. For the piecewise constant hazards model, the standard Poisson model for the number of events in each grid with log link function was used. The total exposure times in each grid was entered to the model as an offset. For the Cox model with age time scale, period time was included as time-dependent strata or time-dependent covariate. Similarly, in the Cox model with period time scale, age was included as time-dependent strata or time-dependent covariate. The time-dependent covariates in both models using age and period as the basic time scale were treated non-parametrically using a penalized smoothing spline.

There is no scientific background suggesting that the two time scales, age and calendar time, are two alternative time scales. However, we can examine this by checking the proportionality assumption of the model using age and period as the basic time scale in separate analyses. No model violates the proportionality assumption with relatively large $p$-values for the proportionality test of 0.332 and 0.763 for age and period time scale, respectively.

Tables 4.5 and 4.6 show the result of likelihood ratio tests for the variables in each model and estimated coefficients, respectively. In this particular data set, in fact, they gave similar results. However, the safe approach is to consider the results from a Cox model with the time-dependent strata or piecewise constant hazards method. The general conclusion is that maternal education is quite important and gives protective effect in the case of infant mortality.
4.5. Application to infant mortality age-period analysis

Table 4.5: Likelihood ratio test (LRT) for variables in the infant mortality models using piecewise constant hazards (pc-hazards), Cox proportional hazards with age time scale (Cox-age), Cox proportional hazards with period time scale (Cox-period)

<table>
<thead>
<tr>
<th>Variables</th>
<th>pc-hazards</th>
<th>Cox-age</th>
<th>Cox-period</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>td-strata</td>
<td>td-covar</td>
<td>td-strata</td>
</tr>
<tr>
<td>Age</td>
<td>&lt; .001</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Period</td>
<td>.395</td>
<td>—</td>
<td>.979</td>
</tr>
<tr>
<td>Gender</td>
<td>.080</td>
<td>.100</td>
<td>.075</td>
</tr>
<tr>
<td>Maternal educ.</td>
<td>&lt; .001</td>
<td>&lt; .001</td>
<td>&lt; .001</td>
</tr>
</tbody>
</table>

Table 4.6: Estimated coefficients and their standard errors for gender and maternal education in the infant mortality models

<table>
<thead>
<tr>
<th>Variables</th>
<th>pc-hazards</th>
<th>Cox-age</th>
<th>Cox-period</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>td-strata</td>
<td>td-covar</td>
<td>td-strata</td>
</tr>
<tr>
<td>Gender</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>boy</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>girl</td>
<td>-0.31 (.18)</td>
<td>-0.29 (.18)</td>
<td>-0.32 (.18)</td>
</tr>
<tr>
<td>Maternal educ.</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>none</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>6 years</td>
<td>-0.76 (.26)</td>
<td>-0.76 (.27)</td>
<td>-0.74 (.26)</td>
</tr>
<tr>
<td>9 years</td>
<td>-1.17 (.34)</td>
<td>-1.18 (.35)</td>
<td>-1.16 (.34)</td>
</tr>
<tr>
<td>12 years</td>
<td>-2.74 (.56)</td>
<td>-2.72 (.56)</td>
<td>-2.70 (.56)</td>
</tr>
</tbody>
</table>
4.6 Remarks

The first consideration when we face a multiple time scales problem in event history analysis is to look for the scientific background of the time scales. The background may be obvious in clinical studies but may not be so in epidemiological or observational studies.

A proportional hazards test is advisable for checking the alternative time scales. This procedure is simpler than using a frailty model, moreover analyzing individual frailty may give wrong conclusions, especially when we use an incorrect underlying frailty distribution. We have noticed this problem also in the simulation studies.

A safe approach in analyzing dual time scales is to use the Cox model with time-dependent strata or the piecewise constant hazard approach. Simulation studies showed that both approaches gave good performance when analyzing dual time scales generated by the erroneous scale model or by the dual time scales model. The Cox model with time-dependent covariate is superior to other approaches when the other time scale (than the basic time scale) is really a time-dependent covariate in the model.
4.6. Remarks
Chapter 5

Event History Analysis with Longitudinal Measurements

5.1 Introduction

We consider modeling event history with longitudinal measurements when the longitudinal measurements are intermittently observed and eventually measured with errors. Analysis of respiratory infection and weight in the ZINAK study presented in Chapter 3 is one example of such a situation.

One way of analyzing such data is by considering the time-to-event data as the outcome and longitudinal measurements as a time-dependent covariate. Another way is to analyze both outcomes simultaneously assuming that they are independent given certain latent processes.

Several methods have been proposed to deal with this kind of problem and some of them have been reviewed in Section 2.4.1. Four
methods that have been around in the literature are LVCF (Last Value Carried Forward), TEL (time elapsed since the last measurement), two-stage, and joint model of event time and longitudinal measurements. Two methods based on Cox’s proportional hazards model with stratification and frailty are proposed. The emphasis of the analysis is on the joint evolution of time-to-event and longitudinal measurements rather than longitudinal measurements as surrogate markers for the event.

To our knowledge, all methods mentioned above were mostly applied to clinical settings such as AIDS studies, psychiatric disorders and cancer prevention trials, not to observational or epidemiological settings which are more ”irregular” than the clinical ones. Applications of the methods to multiple events or repeated events are also rarely considered in the literature.

The aim of this chapter is to compare the methods by means of simulation and to perform further analysis of the respiratory infection and weight data from the ZINAK study introduced in Chapter 3.

5.2 Problem and models

Suppose $n$ individuals are followed over a time interval $[0, L)$ with longitudinal measurements $\{y_{ij} : i = 1, 2, \ldots, n; j = 1, 2, \ldots, n_i\}$ at times $\{t_{ij} : i = 1, 2, \ldots, n; j = 1, 2, \ldots, n_i\}$. Together with the measurements, a counting process $\{N_i(u) : 0 \leq u \leq L\}$ for the events and a predictable at-risk process $\{K_i(u) : 0 \leq u \leq L\}$ are also recorded. An additional fixed time covariate or baseline covariate $Z$ may be included.

One example of such a data setup is illustrated in Figure 5.1. The event history data are repeated events data in which one individual may have several counting process intervals $[t_0, t_1]$, event. The at-risk process $\{K_i(u) : 0 \leq u \leq L\}$ is alternating between 0 and 1.
5.2. Problem and models

at time points specified by the intervals. Notice that for repeated events such as morbidity, after an event occurrence, the individual is not at risk for a certain period of time. The not-at-risk period corresponds to the duration of illness (denoted by dashed lines in Figure 5.1(a) under event-symptoms).

The longitudinal measurements are obtained throughout the period of observation and do not necessarily coincide with the event times. The observed measurement data are not perfect since the true time-dependent covariate might be a continuous curve as depicted in the figure but we only collect some values (the ‘s in the picture, for id = 1). Moreover, the values may be subject to measurement errors (the ‘s are not exactly on the curve). This is a quite common situation in many applications, for instance when measuring infant weights. The situation creates a problem when we use Cox’s model for analyzing event history data since the partial likelihood requires the values of all covariates at the event times (see Equation (2.30)).

We consider two models for the data generating mechanism of time-to-event and longitudinal outcomes. The first one assumes a model of time-to-event with the longitudinal measurements as a time-dependent covariate. The second one assumes a joint model of time-to-event and longitudinal measurements induced by a latent process.

In general, any model may be specified for the longitudinal measurements. Here, we consider a linear random effects model for the longitudinal measurements as in the infants’ growth model of the ZINAK study (Section 3.5). The covariate process for the infant weight data may be specified as

\[ Y^*(t) = \alpha_0 + \alpha_1 Z + \alpha_2 t + U_1 + U_2 t, \quad t > 0, \]  

(5.1)

where \( Y^*(t) = (Y^*_1(t), \ldots, Y^*_n(t)) \) is the "true" weight at age \( t \) for individual \( i = 1, \ldots, n \); \( Z = (Z_1, \ldots, Z_n) \) are fixed time covariates;
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Figure 5.1: (a) Event history data and longitudinal measurements and an illustration of imputing time-dependent covariate values using LVCF and time since measurements; (b) event history data (c) longitudinal data
$U_1$ and $U_2$ are the unobservable random effects for the intercept and age $t$ with $(U_1, U_2) \sim N(0, \Sigma)$. The observed covariate process is

$$Y(t) = Y^*(t) + \epsilon_t, \quad t = t_1, t_2, \ldots, \tag{5.2}$$

where $\epsilon_t \sim N(0, \sigma)$ are the measurements errors. The actual observation $Y(t)$ is not continuously observed but finitely observed at times $t_1, t_2, \ldots$.

The time-to-event is modeled through Cox’s proportional hazards model

$$\lambda(t \mid X, Y^*(t)) = \lambda_0(t) \exp(\beta_1 X + \beta_2 Y^*(t)), \tag{5.3}$$

where $X$ are fixed time covariates such as maternal education, supplementation and may also include $Z$ (e.g., the gender variable in the covariate process model).

The central methodological and practical problem is how to estimate the parameters in (5.3) when $Y^*(t)$ is not available but $Y(t)$ is instead. The methods we consider are LVCF, TEL, two-stage, Cox-frailty and Cox-strata discussed in the next section.

The joint model was mentioned in Section 2.4.2 as a more general methodology to deal with time-dependent covariates. It has two submodels, one for the longitudinal measurements and another for the time-to-event.

The longitudinal measurements model is the same as model (5.2). The specification of the time-to-event model, however, is different from that of (5.3). The hazard function of this joint model is

$$\lambda(t \mid X) = \lambda_0(t) \exp(\beta X + \gamma(U_1 + U_2 t)), \tag{5.4}$$

where $X$ are fixed time covariates, could be the same or overlap with $Z$; $U_1$ and $U_2$ are specified similarly as in model (5.3). The difference compared to model (5.3) is that the "true" value $Y^*(t)$ are not included in the hazard function but only the random effect part $U_1 + U_2 t$. 
The idea of the joint model is that the dependence between the longitudinal measurements and the time-to-event can arise through the common covariate $X$ and the possible unobserved heterogeneity in both models. The joint model attempts to take care of the latent heterogeneity in both models simultaneously. When there is no latent association, $\gamma = 0$, the joint model is actually two separate models of longitudinal data and event history data.

It is also possible to include more random effect terms than $U_1 + U_2 t$. The latent association can also be extended as in the Henderson et al.'s (2000) model and there can even be more than one longitudinal measurement (Lin, McCulloch and Mayne, 2002). However, in many practical situations, the random effects term of the initial value of measurement (the intercept) and the steepness of the longitudinal covariate by time (e.g., age) are the most important terms.

5.3 Methods

The four methods of LVCF, TEL, two-stage and joint model have been reviewed briefly in Section 2.4.2. We discuss the methods further here with some illustrations.

Suppose we have event history data and longitudinal data as in Figure 5.1. To construct LVCF and TEL for the individual with id = 1, we have to know the covariate value for this individual at the event times 3, 5, 6, and 9.

The values obtained by the LVCF method are the symbol $\circ$ in Figure 5.1. They are obtained by assuming that the most recent measurement value is the value at event-time. It is possible that the event-times correspond to the covariate-time (as at $t = 6$, the symbol $\star$). The time elapsed since the last measurement (TEL) is
the length of the horizontal line connecting the actual measurement and the event time.

The LVCF and TEL methods are used in the ordinary Cox regression as

$$
\begin{align*}
\lambda(t \mid Z, \tilde{Y}_t) &= \lambda_0(t) \exp(\beta Z + \tilde{Y}_t), \\
\lambda(t \mid Z, \tilde{Y}_t, \tau) &= \lambda_0(t) \exp(\beta Z + \tilde{Y}_tf_1(\tau) + f_2(\tau)),
\end{align*}
$$

respectively, where $Z$ are fixed-time covariates; $\tilde{Y}_t$ denotes the value obtained by LVCF, $\tau$ is the TEL at $t$, $f_1$ and $f_2$ are suitable functions.

The LVCF method is known to give biased estimates of the parameters (Prentice, 1982). However, we believe that LVCF is commonly used in practice. The $\tilde{Y}_t$ could be a good predictor of hazard when the effect of the longitudinal measurements on event time is delayed.

The idea of the TEL method is that the measurements could be ’aging’ and new information closer to the event time is better than old information. When the measurements are irregularly observed, the value of $\tau_t$ (TEL) could carry information about the subjects disease progression (Bruijne et al., 2001). However, it is not likely to be an added advantage for regular measurements such as in the ZINAK study. The added difficulty in using TEL instead of LVCF is in specifying $f_1$ and $f_2$. Therefore, the skill and tool needed in TEL is actually the same as modeling the ordinary Cox regression. This method could be a practical alternative to more complex sophisticated methods.

The two-stage method is mentioned briefly in Section 2.4.2. The main idea of the method is to reconstruct the covariate function given the observed values of the covariate. In the two-stage approach, Cox’s proportional hazards model becomes

$$
\lambda(t \mid Z, Y_t) = \lambda_0(t) \exp(\beta_1 Z)E [\exp(\beta_2 Y^*(t)) \mid K(t) = 1, Y_t, Z],
$$

(5.7)
where $Z$ are fixed-time covariates always available at the event times; $Y_t$ denotes the observed values (the $Y(t)$ in model (5.2)); and $K(t) = I(T \geq t)$ is an at-risk process indicator function (the usual notation $Y(t)$ for the at-risk process has been reserved for the longitudinal measurements). Tsiatis et al. (1995) used a first-order approximation of the conditional expectation in model (5.7).

The LVCF, TEL and two-stage methods basically assume the first model discussed in Section 5.2 (Equations (5.1), (5.2), and (5.3)) where the central problem is on imputing missing longitudinal covariate values at the event times. The two-stage model is more computationally demanding than the others since it needs to fit a longitudinal model at each event time.

The joint model method assumes the joint model of the time-to-event and longitudinal measurements process induced by a latent process discussed in Section 5.2. We have mentioned several methods to fit the model in Section 2.4.2. Basically, the joint method maximizes the likelihood function of longitudinal and hazard model simultaneously. Theoretically, it has many desirable properties, such as less biased parameter estimates, making the efficient use of data and easier model validation (Tsiatis et al., 1995; Henderson et al., 2000; Ibrahim, Chen and Sinha, 2001; Tsiatis and Davidian, 2004). Practically, the methods developed for this model are still lacking computational tools and this model is computationally demanding (Do, 2002).

In addition to the methods discussed above, we propose two methods based on Cox’s model with stratification and Cox’s model with frailty. We call them Cox-strata and Cox-frailty, henceforth. The main idea of both methods is adjustment for the longitudinal covariate when the covariate is considered as a nuisance variable. For example, when the interest is not on the effect of weight on the morbidity but on the effect of other variables such as supplementation,
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gender or maternal education, these methods could be a reasonable choice.

Basically we assume a constant multiplicative effect of \( \exp(Y^*(t)) \) on the baseline hazard function over time. This assumption may be violated when we use \( Y(t) \) as a proxy of \( Y^*(t) \). Stratification is the usual approach to deal with non-proportionality.

In this longitudinal measurements problem, the \( Y(t) \) is time-dependent, therefore the stratification is actually a time-dependent stratification. Cox’s model with time-dependent strata is

\[
\lambda(t \mid \mathbf{Z}, Y(t)) = \lambda_{0y_j}(t) \exp(\beta \mathbf{Z}), \quad \text{if } Y(t) = y_j, \quad (5.8)
\]

where \( y_j \) is the value of \( Y(t), j = 1, 2, \ldots, V \), where \( V \) is the number of unique values of \( Y(t) \).

In practice, when \( V \) is large, the Cox-strata method may not be feasible and the precision of estimated coefficients may be low. To overcome this, we may categorize \( Y(t) \) such that the size of \( V \) is reasonable.

The term \( \exp(\beta_2 Y^*(t)) \) in model (5.3) which is a random variable instead of a fixed variable also leads naturally to Cox’s model with frailty (Section 2.2.5, Equation (2.13)). In this case, clusters in this frailty model are the longitudinal measurements, therefore we use the value of the longitudinal measurements as a categorical variable, the same as \( y_j \) in the Cox-strata method. In fact, this frailty approach is one alternative solution when the \( V \) in the Cox-strata method is large.

Practically, we may use the value obtained by the LVCF method or by the two-stage method for the value of \( Y(t) \). The problem of specifying the distribution of the frailty effects is the same as in any Cox’s frailty model. We have discussed this problem for the childhood mortality model (Chapter 3) and the multiple time scales problem (Chapter 4).
5.4 Simulation studies

The purpose of the simulation study is to investigate the performance of the methods discussed in the previous section. We compared the LVCF, TEL, two-stage, Cox-frailty and Cox-strata methods. The joint model was not included in the comparison since, as we have noticed in the previous section, it requires heavy computation and is not feasible for large simulations.

The simulated data for each individual consists of event history data \( (t_0, t_1], \text{event} \) with one fixed covariate \( Z \) and longitudinal data \( (t, Y_t) \), similar to the illustration in Figure 5.1. The fixed covariate could be supplementation, gender or maternal education as in the ZINAK study. The details of the simulation procedures are found in Appendix A-3. Simulations were performed in \( R \) (Ihaka and Gentleman, 1996; R Development Core Team, 2004).

We look at \( \hat{\beta}_1 \), the estimated coefficient of \( Z \), as one criterion of method performances. The coverage, an indicator whether the interval estimation includes the true parameter or not, were calculated. Proportionality of the hazard model is another criterion to be investigated. Additionally we also looked at \( \hat{\beta}_2 \), the estimated coefficients of the longitudinal measurements \( Y \), for the LVCF, TEL and two-stage methods.

Tables 5.1 and 5.2 show the results of the simulations based on the two main models discussed in Section 5.2. When there is no covariate effect in the hazard model (5.3) or no latent association in model (5.4), that is \( \beta_2 = 0 \), all methods arrived at similar results. The performance of the methods in estimating \( \beta_1 \) were similarly good with coverages close to 95\%. The performance investigated from the proportionality assumption was also good for all methods but the TEL method generally has better hazard proportionality than the others.

For the LVCF, TEL and two-stage methods, we can also look at
5.4. Simulation studies

Table 5.1: Simulation study for Cox’s time-dependent covariate model analyzed with the LVCF, TEL, two-stage, Cox-frailty and Cox-strata methods. See the text and Appendix A-3 for the simulation specifications. Each value is calculated based on a sample of size 50 with 500 replications

<table>
<thead>
<tr>
<th>Method</th>
<th>$\beta_2 = 0$</th>
<th>$\beta_2 = -0.1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\bar{\beta}_1$ (sd)</td>
<td>$p_1$</td>
</tr>
<tr>
<td>LVCF</td>
<td>1.23 (.170)</td>
<td>94.3</td>
</tr>
<tr>
<td>TEL</td>
<td>1.23 (.170)</td>
<td>94.1</td>
</tr>
<tr>
<td>Two-stage</td>
<td>1.22 (.167)</td>
<td>95.5</td>
</tr>
<tr>
<td>Cox-strata</td>
<td>1.23 (.271)</td>
<td>94.7</td>
</tr>
<tr>
<td>Cox-frailty</td>
<td>1.23 (.168)</td>
<td>95.3</td>
</tr>
</tbody>
</table>

$\bar{\beta}_1$ is the mean of the estimated coefficient $\hat{\beta}_1$ (true value $\beta_1 = 1.2$) and their standard deviation (sd) in parentheses

$p$ is the coverage (percentage) of the interval estimation

$zph$ is the mean of the proportional hazards test $p$-value

Table 5.2: Simulation study for joint model analyzed with the LVCF, TEL, two-stage, Cox-frailty and Cox-strata methods. See the text and Appendix A-3 for the simulation specifications. Each value is calculated based on a sample of size 50 with 500 replications

<table>
<thead>
<tr>
<th>Method</th>
<th>$\beta_2 = 0$</th>
<th>$\beta_2 = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\bar{\beta}_1$ (sd)</td>
<td>$p_1$</td>
</tr>
<tr>
<td>LVCF</td>
<td>1.20 (.193)</td>
<td>94.8</td>
</tr>
<tr>
<td>TEL</td>
<td>1.20 (.196)</td>
<td>94.6</td>
</tr>
<tr>
<td>Two-stage</td>
<td>1.22 (.203)</td>
<td>94.5</td>
</tr>
<tr>
<td>Cox-strata</td>
<td>1.22 (.365)</td>
<td>96.0</td>
</tr>
<tr>
<td>Cox-frailty</td>
<td>1.20 (.160)</td>
<td>95.5</td>
</tr>
</tbody>
</table>

$\bar{\beta}_1$ is the mean of the estimated coefficient $\hat{\beta}_1$ (true value $\beta_1 = 1.2$) and their standard deviation (sd) in parentheses

$p$ is the coverage (percentage) of the interval estimation

$zph$ is the mean of the proportional hazards test $p$-value
the performance based on the estimates of $\beta_2$. The $\beta_2$ were almost perfectly estimated with mean of 0.003, 0.002, and 0.002; coverage 94.9%, 95.7% and 94.1%, for the LVCF, TEL and two-stage methods, respectively.

When data was generated by Cox’s time-dependent covariate model and the effect of covariate $Y$ was present, i.e., $\beta_2 = -0.1$ (Table 5.1), the performance of all methods were as good as that of the result with $\beta_2 = 0$. It is rather surprising that the LVCF method is similarly good enough to estimate $\beta_1$ for this situation as compared to the two-stage method, except perhaps for its proportionality. The LVCF method is probably good when the time-dependent covariate is a linear model with low gradient, as specified for $Y$ in this simulation.

For the LVCF, TEL and two-stage methods, their estimates of $\beta_2$ were rather poor with means of -0.005, -0.013, and -0.005, respectively; coverage 82.2%, 89.8% and 83%, respectively. This problem was due to the measurement errors of $Y$. The estimation of $\beta_2$ was slightly better with the TEL method.

When data were generated from the joint model with latent association (Table 5.2), the estimates of $\beta_1$ were biased for all methods. Here, the Cox-strata and Cox-frailty methods are slightly better than the LVCF, TEL and two-stage methods with larger coverage probability. The performances dramatically went down for the LVCF, TEL and two-stage methods in estimating $\beta_2$. Their estimates were close to zero and far from the true value 1 of $\beta_2$. Their coverage were close to zero as well. These severe under-estimations were largely caused by the miss-specification of $Y$. 
5.5 Application to infant respiratory infection and weight data

We continue the analysis of infants respiratory infection and weight data from the ZINAK study introduced in Chapter 3. We included the weight longitudinal covariate in the hazard model and analyzed the data using the LVCF, TEL, two-stage, Cox-strata and Cox-frailty, and joint model methods.

We used both the Andersen-Gill model (AG model) and the gap-time model to specify the model of repeated events. We expect improvements over the models presented in Table 3.7 (the AG model) and Table 3.8 (the gap-time model) by using these methods.

The implementation of the LVCF method to the data is straightforward but rather tedious. First we have to arrange the data by event-time splitting (See example in Figure 5.1, Section 5.2). There were 2,423 records for this repeated time to event data set collected from 666 subjects. The number of records grew considerably into 104,838 records after splitting. The missing values of weight at event times were then imputed by the values of weight from 3,770 records of the weight data set.

The $\tau$ (the time since the most recent measurements) in the TEL method can be directly calculated from the LVCF data set. There are many alternatives to model $f_1$ and $f_2$, parametrically or non-parametrically. We consider parametric models of the exponential form.

Cox and Oakes (1984); Bruijne et al. (2001) considered the exponential form

$$\beta_1 Y(t-\tau) + \beta_2 Y(t-\tau) \exp(C\tau) + \beta_3 \exp(-D\tau), \quad (5.9)$$

where $Y(t-\tau)$ is the measurements obtained by the LVCF method, and $\tau$ is the time since the most recent measurements, C and D are
constant parameters which give the highest maximized log-likelihood of the model. We do not elaborate this form and chose the simplest $C = D = 1$. As we can see later, this simple form of the TEL model had the best fit compared to the LVCF and two-stage methods.

In the two-stage method, a linear random effects model was used for the weight growth curve model as in Equation (3.2) but only included gender as a fixed covariate. The two-stage method was the most time consuming in the data preparation since a new model had to be fitted at each event time.

The Cox-strata and Cox-frailty methods used the actual value of weight obtained by the LVCF method as the stratum or cluster in the models. The weight data were measured in 2 digits precision. For Cox-strata, the values were rounded into 1 digit, giving about 90 unique values of weight as strata.

The results from the LVCF, TEL and two-stage methods were actually quite similar, especially the LVCF and two-stage methods were close. The likelihood ratio test in Table 5.3 shows that the two-stage method was only slightly better than the LVCF method but the TEL method certainly had the best goodness of fit among the others, both for the Andersen-Gill and gap-time repeated events models. We only present the result from the TEL method in the subsequent discussion.

The results from the Cox-frailty method were almost identical to the previous AG and gap-time models (Table 3.7 and Table 3.8). The random effect variance was very small and its likelihood ratio test was not significant. The results from Cox-strata generally included wider confidence intervals than that from the other models. We only present the results from the Cox-strata together with the results from the TEL method.

Tables 5.4 and 5.5 present the results of the fitted model using the TEL and Cox-strata methods from the previous models in Tables
Table 5.3: Likelihood ratio test for the LVCF, TEL and two-stage models compare to the model in Table 3.7 for the AG model and Table 3.8 for the gap-time model

<table>
<thead>
<tr>
<th>Method</th>
<th>AG model</th>
<th></th>
<th>gap-time model</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Deviance(df)</td>
<td>p-val</td>
<td>Deviance(df)</td>
<td>p-val</td>
</tr>
<tr>
<td>LVCF</td>
<td>2.9 (1)</td>
<td>.087</td>
<td>12.7(1)</td>
<td>.0004</td>
</tr>
<tr>
<td>TEL</td>
<td>13.4(3)</td>
<td>.004</td>
<td>22.0(3)</td>
<td>.00005</td>
</tr>
<tr>
<td>two-stage</td>
<td>3.1 (1)</td>
<td>.076</td>
<td>13.1(1)</td>
<td>.0002</td>
</tr>
</tbody>
</table>

3.7 and 3.8. Note that the reference categories in the variables were omitted for conciseness.

The estimates of gender, supplementation and maternal education were similar to that of Table 3.7 (the AG model without weight variable and τ). Maternal education and gender had an important contribution to the model. The Cox-strata method was generally conservative with wider confidence intervals as compared to that of the TEL method and results in Table 3.7. The proportionality assumptions for these models were checked, there was no indication of a proportional hazard violation.

The weight variable was only slightly important in the model but the statistical interaction with \( \exp(\tau) \) was very significant. Weight seemed to have a protective effect from respiratory infections in infants. Removing weight from the model and its interaction with \( \tau \) did not improve the fitted model, therefore both weight, \( \tau \) and their interaction were kept in the model. Similar results were found in the model using the gap-time repeated event model of Table 5.5.

Finally, we compared the above methods with the joint model method. The hazard model was specified as an exponential hazard model with all the variables as in Table 5.4 or 5.5 included, except the weight and tel variables. As we have found in Section 3.4 and
### 5.5. Application to infant respiratory infection and weight data

Table 5.4: Hazards model for respiratory infection using the Andersen-Gill model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>TEL method</th>
<th>Cox-strata method</th>
</tr>
</thead>
<tbody>
<tr>
<td>girl</td>
<td>0.91 (0.81, 0.98)</td>
<td>0.89 (0.80, 0.99)</td>
</tr>
<tr>
<td>zinc</td>
<td>1.01 (0.88, 1.15)</td>
<td>1.02 (0.89, 1.17)</td>
</tr>
<tr>
<td>zinc+iron</td>
<td>0.91 (0.80, 1.04)</td>
<td>0.93 (0.80, 1.06)</td>
</tr>
<tr>
<td>iron</td>
<td>0.96 (0.85, 1.10)</td>
<td>0.96 (0.83, 1.10)</td>
</tr>
<tr>
<td>6 years</td>
<td>0.85 (0.64, 1.11)</td>
<td>0.86 (0.64, 1.16)</td>
</tr>
<tr>
<td>9 years</td>
<td>0.71 (0.54, 0.94)</td>
<td>0.70 (0.52, 0.95)</td>
</tr>
<tr>
<td>12 years or more</td>
<td>0.48 (0.30, 0.77)</td>
<td>0.50 (0.30, 0.82)</td>
</tr>
<tr>
<td>weight</td>
<td>0.96 (0.91, 1.01)</td>
<td>0.96 (0.91, 1.01)</td>
</tr>
<tr>
<td>exp(tel)</td>
<td>0.99 (0.98, 1.00)</td>
<td>0.99 (0.98, 1.00)</td>
</tr>
<tr>
<td>weight*exp(tel)</td>
<td>1.002 (1.001, 1.003)</td>
<td>1.002 (1.001, 1.003)</td>
</tr>
</tbody>
</table>

*tel* is the time since the most recent measurement of weight

The estimated parameters are presented as exp(\(\hat{\beta}\))

Table 5.5: Hazards model for respiratory infection using the gap-time model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>TEL method</th>
<th>Cox-strata method</th>
</tr>
</thead>
<tbody>
<tr>
<td>girl</td>
<td>0.87 (0.79, 0.96)</td>
<td>0.87 (0.79, 0.96)</td>
</tr>
<tr>
<td>zinc</td>
<td>1.01 (0.88, 1.15)</td>
<td>0.99 (0.87, 1.13)</td>
</tr>
<tr>
<td>zinc+iron</td>
<td>0.91 (0.80, 1.04)</td>
<td>0.91 (0.79, 1.04)</td>
</tr>
<tr>
<td>iron</td>
<td>0.97 (0.85, 1.10)</td>
<td>0.95 (0.83, 1.08)</td>
</tr>
<tr>
<td>6 years</td>
<td>0.85 (0.65, 1.12)</td>
<td>0.82 (0.62, 1.08)</td>
</tr>
<tr>
<td>9 years</td>
<td>0.72 (0.54, 0.95)</td>
<td>0.69 (0.52, 0.91)</td>
</tr>
<tr>
<td>12 years or more</td>
<td>0.48 (0.30, 0.77)</td>
<td>0.46 (0.29, 0.75)</td>
</tr>
<tr>
<td>weight</td>
<td>0.92 (0.87, 0.96)</td>
<td>0.92 (0.87, 0.96)</td>
</tr>
<tr>
<td>exp(tel)</td>
<td>0.99 (0.99, 1.00)</td>
<td>0.99 (0.99, 1.00)</td>
</tr>
<tr>
<td>weight*exp(tel)</td>
<td>1.002 (1.001, 1.003)</td>
<td>1.002 (1.001, 1.003)</td>
</tr>
</tbody>
</table>

*tel* is the time since the most recent measurement of weight

The estimated parameters are presented as exp(\(\hat{\beta}\))
also in this section, the results for the AG model and the gap-time model were similar, indicating that an exponential baseline hazard should be fine. The longitudinal model was specified similarly as in Table 3.9 (random effect growth curve model). The estimate is based on the joint maximized likelihood of exponential hazard model and linear random effect model. \textit{SAS} with the \textit{NLMIX} procedure (Guo and Carlin, 2004) was used to fit the joint model. With 2,423 records of event history data and 3,172 records of longitudinal data, it took 35 hours to fit the model. The result is presented in Table 5.6.

The hazard model in the separate analysis column in Table 5.6 is comparable to that of Table 5.5 or Table 3.8 since the exponential model fitted in the joint model also used gap-time as the time scale. The longitudinal model in the separate analysis column is the same as Table 3.9.

Although small, the estimated risk ratios for the hazard model generally were away from one as compared to the separate model, indicating that the possible frailty effect in the model had been taken care of by the joint model. For the longitudinal model, the random effect components were stronger than in the separate model, which may indicate that possible under-estimations had been taken care of. The general conclusion for the effect of the variables, however, is similar to that of separate models.

The significant latent association $\gamma$ gave additional information about the positive association between random effects from both models. In this type of joint model, we may interpret the $\gamma$ as the effect of time-dependent frailty in the hazard model which operates through age. The positive value indicates that age had a considerably large effect on the hazard of experiencing respiratory infection. We compared this finding with an ordinary gap-time Cox-frailty model using age as a frailty term. The analysis was performed by adding the frailty term age in the TEL model of Table 5.5. We found that the variance of the random effect was 1.03 with a very significant result
5.6 Remarks

Cox based models such as the LVCF, TEL, and two-stage methods should be good enough in situations where data comes from Cox’s model with time-dependent covariate. Practically, the TEL method would be the first choice. The TEL method may even be used when the measurement is only performed once, in this situation the two-stage or the joint model methods may be difficult to perform. The TEL method is also favorably applied to the switching-treatment type covariate where the covariate path is a step function with only a few values during the period of observation instead of continuous function covariate.

Care must be taken in using the Cox based model with a time-dependent covariate under the model with miss-specification. The Cox-strata or Cox-frailty may be more appropriate in the situation when the longitudinal covariate is regarded as a nuisance variable, in which there is no need to explicitly estimate their effects. Alternatively, the joint model method can be used, but this may require complex and heavy computation.
Table 5.6: Separate and joint model analysis for infant respiratory infection and weight data

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Separate analysis</th>
<th>Joint analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>hazard model</td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.64 (0.49, 0.85)</td>
<td>0.53 (0.35, 0.79)</td>
</tr>
<tr>
<td>girl</td>
<td>0.91 (0.83, 1.00)</td>
<td>0.92 (0.81, 1.05)</td>
</tr>
<tr>
<td>zinc</td>
<td>1.00 (0.88, 1.14)</td>
<td>0.98 (0.82, 1.17)</td>
</tr>
<tr>
<td>zinc+iron</td>
<td>0.91 (0.79, 1.03)</td>
<td>0.90 (0.75, 1.08)</td>
</tr>
<tr>
<td>iron</td>
<td>0.97 (0.85, 1.11)</td>
<td>0.98 (0.82, 1.17)</td>
</tr>
<tr>
<td>6 years</td>
<td>0.84 (0.64, 1.10)</td>
<td>0.86 (0.58, 1.28)</td>
</tr>
<tr>
<td>9 years</td>
<td>0.70 (0.53, 0.92)</td>
<td>0.72 (0.48, 1.08)</td>
</tr>
<tr>
<td>12 years or more</td>
<td>0.46 (0.28, 0.74)</td>
<td>0.47 (0.25, 0.88)</td>
</tr>
<tr>
<td></td>
<td>longitudinal model</td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>6.37 (5.88, 6.86)</td>
<td>6.37 (5.89, 6.84)</td>
</tr>
<tr>
<td>Age</td>
<td>0.17 (0.17, 0.18)</td>
<td>0.17 (0.16, 0.18)</td>
</tr>
<tr>
<td>girl</td>
<td>-0.54 (-0.68, -0.40)</td>
<td>-0.54 (-0.68, -0.40)</td>
</tr>
<tr>
<td>zinc</td>
<td>0.02 (-0.18, 0.22)</td>
<td>0.02 (-0.18, 0.21)</td>
</tr>
<tr>
<td>zinc+iron</td>
<td>0.01 (-0.19, 0.21)</td>
<td>0.01 (-0.18, 0.20)</td>
</tr>
<tr>
<td>iron</td>
<td>0.01 (-0.19, 0.21)</td>
<td>0.01 (-0.18, 0.20)</td>
</tr>
<tr>
<td>6 years</td>
<td>0.20 (-0.27, 0.68)</td>
<td>0.20 (-0.26, 0.67)</td>
</tr>
<tr>
<td>9 years</td>
<td>0.31 (-0.17, 0.79)</td>
<td>0.31 (-0.16, 0.78)</td>
</tr>
<tr>
<td>12 years or more</td>
<td>0.26 (-0.41, 0.94)</td>
<td>0.26 (-0.39, 0.92)</td>
</tr>
<tr>
<td>Illness days</td>
<td>-0.53 (-0.64, -0.41)</td>
<td>-0.53 (-0.65, -0.41)</td>
</tr>
<tr>
<td></td>
<td>Random effects</td>
<td></td>
</tr>
<tr>
<td>sd(Intercept)</td>
<td>0.993 (0.923, 1.064)</td>
<td>0.997 (0.927, 1.068)</td>
</tr>
<tr>
<td>sd(Age)</td>
<td>0.065 (0.061, 0.070)</td>
<td>0.067 (0.062, 0.072)</td>
</tr>
<tr>
<td>corr(Intercept, Age)</td>
<td>-0.617 (-0.860, -0.430)</td>
<td>-0.684 (-0.940, -0.486)</td>
</tr>
<tr>
<td></td>
<td>latent association</td>
<td></td>
</tr>
<tr>
<td>γ</td>
<td>-</td>
<td>- 0.596 (0.500, 0.692)</td>
</tr>
</tbody>
</table>

For the hazard models, the estimated parameters are presented as $\exp(\beta)$. 
γ is the parameter specified in Equation (5.4)
5.6. Remarks
Chapter 6

Concluding Remarks

This thesis has contributed several solutions and discussions to the problems in event history analysis with multiple time scales and longitudinal measurements motivated by some epidemiological studies.

The focus is on the Cox regression model, but this is by no means the solution to all problem. Other approaches such as the parametric proportional hazards, additive hazards and accelerated failure times, that have been omitted in the discussion, deserve attention. Similar problems presented in this thesis will certainly appear in those approaches as well.

We have presented methods for choosing the time scale in the Cox regression model based on the proportional hazards test and the frailty model. Although the methods are inferential, we suggest using the methods as exploratory tools together with consideration of the scientific background of the data.

When several time scales are considered to be important and the model is a pure bivariate or multivariate time scale model, the Cox model with time-dependent strata, or the piecewise constant hazards approach are suggested. The price is that, in the Cox model
with time-dependent strata the effect of the time scale can not be quantified by means of the estimated regression coefficients; and the piecewise constant hazards is only an approximation of the model. A general methodology for this multivariate time scale problem still needs more investigation. The developments since the review by Andersen et al. (1993, Chapter X) are the non-parametric estimation of the bivariate survivor function (Prentice, 1999; Gentleman and Vandal, 2002) and a more theoretical ground by Ivanoff and Merzbach (2002).

We have presented comparisons of several widely used methods to deal with longitudinal measurements in the event history analysis together with two proposed methods. Comparison by simulation showed that the time elapsed measurement time method (TEL) performed well when the data came from the Cox model with a time-dependent covariate. The two proposed methods based on Cox’s model with stratification and frailty may be useful when the data are suspected to cause miss-specification in the Cox model. In the comparison by simulation we have left out the joint model, a promising method that unfortunately requires heavy and complex computation. The joint model is not in a mature development state yet, especially in the computing aspects. Further research is certainly needed. An estimation method in the generalized linear latent models (Huber, Ronchetti and Victoria-Feser, 2004) seems to be fruitful to estimate the joint model. Other urgent future research is diagnostic tools for the joint model, which is still in its infancy.

Finally, any developed methods should have a real advantage in practice. We have performed several analyses by the discussed methods using epidemiological surveillance and randomized trial data. We have confirmed the results obtained by the original investigators and contributed additional insights to their findings.
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Appendix
A-1 Simulating alternative time scale

The simulation procedure for the alternative time scales in Section 4.4.1 is described here. The true duration $T$ is generated by the ordinary Cox model

$$\lambda(t \mid Z) = \lambda_0(t) \exp(\beta Z), \ t > 0,$$

(A-1)

where $\lambda(t \mid Z)$ is the hazard for an individual, $\lambda_0(t)$ is the baseline hazard, parametrically specified in this simulation, $Z$ is a zero-one fixed time covariate with coefficient $\beta$.

$Z$ is specified by the Bernoulli distribution with probability 0.4 of success and the true value of $\beta$ is 2. The baseline hazards are specified by Gompertz, exponential and Weibull hazard functions. Table A-1 shows the detailed specifications.

<table>
<thead>
<tr>
<th>Baseline</th>
<th>hazard $\lambda_0(t)$</th>
<th>$T$ generation</th>
<th>specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gompertz</td>
<td>$\lambda_0(t) = \theta_1 e^{\theta_2 t}$</td>
<td>$T = \frac{1}{\theta_2} \log\left(\frac{\theta_2}{\theta_1} \log(u_i) + 1\right)$</td>
<td>$\theta_1 = 0.15$, $\theta_2 = 2$</td>
</tr>
<tr>
<td>Exponential</td>
<td>$\lambda_0(t) = \theta$</td>
<td>$T = -\frac{\log(u_i)}{\theta \Psi_i}$</td>
<td>$\theta = 0.85$</td>
</tr>
<tr>
<td>Weibull</td>
<td>$\lambda_0(t) = \theta_1 \theta_2 (\theta_2 t)^{\theta_1-1}$</td>
<td>$T = \frac{1}{\theta_2} \left(\frac{-\log(u_i)}{\Psi_i}\right)^{1/\theta_1}$</td>
<td>$\theta_1 = 1.2$, $\theta_2 = 0.5$</td>
</tr>
</tbody>
</table>

$\Psi_i = \exp(\beta Z_i), \ u \sim U(0,1)$

After $T$ is generated, $T_1$ and $T_2$ are generated by adding $\delta_1$ and $\delta_2$, respectively. In the simulation, $\delta_1$ is $U(0,1)$ or exponential(0.5); $\delta_2$ is $U(0.5,2)$ or exponential(1.25). Samples of size $n = 200$ individuals were generated according to this procedure with 1000 replications.

A-2 Simulating dual time scales

The simulation procedure for the dual time scales in Section 4.4.2 used time-dependent covariate models. In general, if we have a Cox model with
time dependent covariate

\[
\lambda(t \mid Z(t)) = \lambda_0(t)\Psi(\beta, t), \ t > 0, \quad (A-2)
\]

the duration \(T\) can be generated through the relationship between hazard and survival. If \(T\) has distribution function \(F(t)\) or survival function \(S(t)\) then \(U = F(T)\) or similarly \(U = S(T)\) will follow a uniform \(U(0,1)\) distribution.

Under model (A-2) the cumulative hazard function for \(T\) is

\[
G(t) = \Lambda(t \mid Z(s), 0 \leq s \leq t) = \int_0^t \lambda_0(y)\Psi(\beta, y)dy
\]

so that

\[
S(t) = \exp(-G(t)). \quad (A-4)
\]

Now, \(U = S(T)\) is \(U(0,1)\). Therefore, solving \(U = \exp(-G(T))\) for \(T\) gives what we want.

Suppose \(T\) has hazard function

\[
\lambda(t \mid Z(t + \delta)) = \lambda_0(t)\Psi(\beta, t + \delta), \ t > 0, \quad (A-5)
\]

where \(\lambda(t \mid Z(t + \delta))\) is the hazard function for an individual the covariate process \(Z\), \(\lambda_0(t)\) is the baseline hazard, parametrically specified in this simulation, and \(\Psi(\beta, t)\) is specified as

\[
\Psi(\beta, t) = \exp(\beta_1\eta + \beta_2(t + \delta)), \ t > 0, \quad (A-6)
\]

where \(\beta_1\) and \(\beta_2\) are parameters specified in the simulation, and \(\eta\) and \(\delta\) follow certain distributions.

The dual times \(T_1\) and \(T_2\) can be generated from model (A-5) after specifying the baseline hazard function \(\lambda_0\). In this simulation, we specify a constant hazard \(\theta\) such that (A-4) has a closed form solution,

\[
\lambda(t \mid Z(t)) = \theta\exp(\beta_1\eta + \beta_2(t + \delta)), \ t > 0. \quad (A-7)
\]
The cumulative hazard function for an individual with covariate process $Z$ is

$$ G(t) = \Lambda(t \mid Z(s), 0 \leq s \leq t) $$

$$ = \int_0^t \theta \exp(\beta_1 \eta + \beta_2 (y + \delta)) dy $$

$$ = \theta e^{\beta_1 \eta + \beta_2 \delta} \left[ \frac{e^{\beta_2 y}}{\beta_2} \right]_y^t $$

$$ = \theta e^{\beta_1 \eta + \beta_2 \delta} \left[ \frac{e^{\beta_2 t} - 1}{\beta_2} \right]. \quad (A-8) $$

In the simulation study, we specify a constant hazard $\theta = 1.2$, the true coefficients $\beta_1 = 1.5$, $\beta_2 = 0.1$, zero-one fixed covariate $\eta \sim \text{Bernoulli}(p = 0.45)$, and $\delta$ follows exponential with rate 0.85 and $U(0,2)$. Using this specification $T_1$ and $T_2$ can be generated through the inverse of $G$,

$$ G^{-1}(y) = \begin{cases} 
\frac{1}{\beta_2} \log \left( \frac{\beta_2 y}{\theta e^{\beta_1 \eta + \beta_2 \delta}} + 1 \right) & \text{for } \beta_2 \neq 0 \\
\frac{y}{\theta} e^{-\beta_1 \eta} & \text{for } \beta_2 = 0 
\end{cases} \quad (A-9) $$

and $T_1 = G^{-1}(-\log(u))$ with $u \sim U(0,1)$; $T_2 = T_1 + \delta$. Samples of size $n = 200$ individuals were generated according to this procedure with 1000 replications.

A-3 Simulating longitudinal measurements and event-time data

The simulation method in Section 5.4 uses the same principle as in A-2, in which the event times are generated through the inverse of the cumulative hazard function. However, in this simulation a longitudinal model is involved.

A-3.1 Time-dependent covariate model

This simulation is based on Equations (5.1), (5.2), and (5.3) (Section 5.2).
Specifically we have the longitudinal growth curve model

\[ Y^*_i(t) = (\alpha_1 + a_{1i}) + (\alpha_2 + a_{2i})t, \quad t > 0, \quad i = 1, \ldots, n, \]  

(A-10)

where \( Y^*_i(t) \) are longitudinal measurements. The random coefficients \( a_{1i} \) and \( a_{2i} \) are assumed to follow a bivariate Gaussian distribution with mean zero and variance-covariance matrix \( \Sigma \).

The measurements are made intermittently for each individual \( i \) and with error, therefore the simulated model for the growth curve is

\[ Y_{ij} = Y^*_i(t_{ij}) + \epsilon_{ij}, \quad i = 1, \ldots, n, \quad j = 1, \ldots, m, \]  

(A-11)

where \( t_{ij}, i = 1, \ldots, n, \quad i = 1, \ldots, m \) are time points of measurement. The measurement errors \( \epsilon_{ij} \) are assumed to be mutually independent Gaussian distributed with mean zero and variance \( \sigma^2 \).

The hazard function is modeled as a Cox model with constant baseline

\[ \lambda_i(t) = \theta \exp(\beta_1 Z_i + \beta_2 Y^*_i(t)), \quad t > 0, \quad i = 1, \ldots, n. \]  

(A-12)

Substituting \( Y^*_i(t) \) from Equation \( (A-10) \) and dropping the index \( i \), the cumulative hazard of \( (A-12) \) can be written as

\[ G(t) = K \frac{\exp(\beta_2 (\alpha_2 + a_2)t) - 1}{\beta_2 (\alpha_2 + a_2)}, \quad t > 0, \]  

(A-13)

where \( K = \theta \exp(\beta_1 Z + \beta_2 \alpha_1 + \beta_2 a_1) \).

The event times are generated by \( G^{-1}(-\log(u)) \) with \( u \sim U(0, 1) \) (see \( (A-9) \)). Since the simulation is for repeated events, for one individual we assume that the inter event times are generated by the same model but the time origin is advanced by a certain random amount after each event time. In the context of morbidity, we call the advancing of the time origin as duration of illness. For this simulation we choose the lognormal distribution as the distribution of illness duration.

In the simulation, we specified the parameters for the hazard model as \( \theta = 0.4, \beta_1 = 1.2 \) and varied \( \beta_2 = 0, -0.1 \), illness duration was lognormal(0, 0.3); and in the growth curve model, we used the parameter values \( \alpha_1 = 6.5, \)
$\alpha_2 = 0.17$, $\sigma_\epsilon = 0.2$, and

$$\Sigma = \begin{pmatrix} 0.9 & -0.04 \\ -0.04 & 0.01 \end{pmatrix}.$$  

These specified values are roughly equal to the parameter estimates obtained from the ZINAK study especially for the weight growth model. Age time scale is used in the simulation starting from 6 to 12 months, which is also roughly the same as in the ZINAK study. The counting process style input (start, stop, event) is used for the repeated events. The longitudinal measurements were generated at some defined time intervals. The measurements time points were $t_{i1}, t_{i2}, t_{i3}$ and were not exactly the same for all individuals. This was done by adding a random uniform $U(-0.4, 0.4)$ to time points 6, 9, 12 for each individual. Samples of size $n = 50$ individuals were generated according to this procedure with 500 replications.

### A-3.2 Joint model

Simulation of the joint model is based on Equations (5.1), (5.2) and (5.4) (Section 5.2). The procedure for the simulated longitudinal measurements is similar to that of the time-dependent covariate model with the following modification

$$Y_i(t) = (\alpha_1 + a_{1i}) + (\alpha_2 + a_{2i})t + \alpha_3 Z_i + \epsilon_i, \ t > 0, \ i = 1, \ldots, n, \quad (A-14)$$

where now we have $Z_i$ in the model. The simulated event-times were generated from the hazard function

$$\lambda_i(t) = \theta \exp(\beta_1 Z_i + \beta_2(a_{1i} + a_{2i}t)), \ t > 0. \quad (A-15)$$

The cumulative hazard of (A-15) is

$$G(t) = K \frac{\exp(\beta_2 a_2 t) - 1}{\beta_2 a_2}, \ t > 0, \quad (A-16)$$

where $K = \theta \exp(\beta_1 Z + \beta_2 a_1)$. The event times are then generated by $G^{-1}(-\log(u))$ with $u \sim U(0, 1)$. 

The duration of illness, $\theta$, $\beta_1$, $\sigma_\epsilon$ and $\Sigma$, as well as the schedule of measurement times $t_{ij}$ were specified similarly as in the time-dependent covariate model. The $\alpha$’s were specified as $\alpha_1 = 6.5$, $\alpha_2 = 0.5$, $\alpha_3 = 1.5$ and varied $\beta_2 = 0, 1$. Samples of size $n = 50$ individuals were generated according to this procedure with 500 replications.


