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ABSTRACT

A quantitative evaluation of single photon emission computed tomography (SPECT) and planar scintigraphic imaging may be valuable for both diagnostic and therapeutic purposes. For an accurate quantification it is usually necessary to correct for attenuation and scatter and in some cases also for septal penetration. For planar imaging a background correction for the contribution from over- and underlying tissues is needed. In this work a few correction methods have been evaluated and further developed. Much of the work relies on the Monte Carlo method as a tool for evaluation and optimisation.

A method for quantifying the activity of $^{125}$I-labelled antibodies in a tumour inoculated in the flank of a mouse, based on planar scintigraphic imaging with a pin-hole collimator, has been developed and two different methods for background subtraction have been compared. The activity estimates of the tumours were compared with measurements in vitro.

The major part of this work is attributed to SPECT. A method for attenuation and scatter correction of brain SPECT based on computed tomography (CT) images of the same patient has been developed, using an attenuation map calculated from the CT image volume. The attenuation map is utilised not only for attenuation correction, but also for scatter correction with transmission dependent convolution subtraction (TDCS). A registration method based on fiducial markers, placed on three chosen points during the SPECT examination, was evaluated.

The scatter correction method, TDCS, was then optimised for regional cerebral blood flow (rCBF) SPECT with $^{99m}$Tc, and was also compared with a related method, convolution scatter subtraction (CSS). TDCS has been claimed to be an iterative technique. This requires however some modifications of the method, which have been demonstrated and evaluated for a simulation with a point source.

When the Monte Carlo method is used for evaluation of corrections for septal penetration, it is important that interactions in the collimator are taken into account. A new version of the Monte Carlo program SIMIND with this capability has been evaluated by comparing measured and simulated images and energy spectra. This code was later used for the evaluation of a few different methods for correction of scatter and septal penetration of $^{123}$I brain SPECT. The methods were CSS, TDCS and a method where the corrections for scatter and septal penetration are included in the iterative reconstruction. This study shows that quantitative accuracy in $^{123}$I brain SPECT benefits from separate modelling of scatter and septal penetration.
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### ABBREVIATIONS

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>123I-IMP</td>
<td>N-isopropyl-p-123I-amphetamine</td>
</tr>
<tr>
<td>1D</td>
<td>One-dimensional</td>
</tr>
<tr>
<td>2D</td>
<td>Two-dimensional</td>
</tr>
<tr>
<td>3D</td>
<td>Three-dimensional</td>
</tr>
<tr>
<td>CDR</td>
<td>Collimator-detector response</td>
</tr>
<tr>
<td>cpm</td>
<td>Counts per minute</td>
</tr>
<tr>
<td>cps</td>
<td>Counts per second</td>
</tr>
<tr>
<td>CSS</td>
<td>Convolution scatter subtraction</td>
</tr>
<tr>
<td>CT</td>
<td>Computed tomography</td>
</tr>
<tr>
<td>DAT</td>
<td>Dopamine transporter</td>
</tr>
<tr>
<td>ESSE</td>
<td>Effective source scatter estimation</td>
</tr>
<tr>
<td>FBP</td>
<td>Filtered backprojection</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full width at half maximum</td>
</tr>
<tr>
<td>FWTM</td>
<td>Full width at tenth maximum</td>
</tr>
<tr>
<td>GP</td>
<td>General purpose</td>
</tr>
<tr>
<td>HEGP</td>
<td>High energy general purpose</td>
</tr>
<tr>
<td>HMPAO</td>
<td>Hexamethyl propyleneamine oxime</td>
</tr>
<tr>
<td>HR</td>
<td>High resolution</td>
</tr>
<tr>
<td>LE</td>
<td>Low energy</td>
</tr>
<tr>
<td>LEGP</td>
<td>Low energy general purpose</td>
</tr>
<tr>
<td>ME</td>
<td>Medium energy</td>
</tr>
<tr>
<td>MEGP</td>
<td>Medium energy general purpose</td>
</tr>
<tr>
<td>MIBG</td>
<td>Meta-iodobenzylguanidine</td>
</tr>
<tr>
<td>MIRD</td>
<td>Medical Internal Radiation Dose</td>
</tr>
<tr>
<td>MLEM</td>
<td>Maximum likelihood expectation maximisation</td>
</tr>
<tr>
<td>MRT</td>
<td>Magnetic resonance tomography</td>
</tr>
<tr>
<td>NEMA</td>
<td>National Electrical Manufacturers Association</td>
</tr>
<tr>
<td>NMSE</td>
<td>Normalised mean square error</td>
</tr>
<tr>
<td>OSEM</td>
<td>Ordered subsets expectation maximisation</td>
</tr>
<tr>
<td>PET</td>
<td>Positron emission tomography</td>
</tr>
<tr>
<td>PM</td>
<td>Photomultiplier</td>
</tr>
<tr>
<td>rCBF</td>
<td>Regional cerebral blood flow</td>
</tr>
<tr>
<td>RIT</td>
<td>Radioimmunotherapy</td>
</tr>
<tr>
<td>ROI</td>
<td>Region of interest</td>
</tr>
<tr>
<td>SDSE</td>
<td>Slab-derived scatter estimation</td>
</tr>
<tr>
<td>SLSF</td>
<td>Scatter line spread function</td>
</tr>
<tr>
<td>SPECT</td>
<td>Single photon emission computed tomography</td>
</tr>
<tr>
<td>TDCS</td>
<td>Transmission dependent convolution subtraction</td>
</tr>
<tr>
<td>TEW</td>
<td>Triple energy window</td>
</tr>
<tr>
<td>VOI</td>
<td>Volume of interest</td>
</tr>
</tbody>
</table>
1 INTRODUCTION

In single photon emission computed tomography (SPECT) and planar scintigraphic imaging, the distribution of a radiopharmaceutical in vivo is studied. In absence of some physical degrading factors, the SPECT images would reflect the 3D distribution of the radiopharmaceutical, while the planar images would reflect the corresponding 2D projections through the imaged object. In reality the images are seriously affected by attenuation, scatter and detector response, and for some radionuclides also septal penetration. It is however possible to correct for these effects, more or less accurately.

For a visual interpretation, planar images are seldom corrected. The effect of attenuation in such cases can even be an advantage since it can provide depth information of the radiopharmaceutical distribution, if images from opposing views are acquired. If SPECT images are corrected for the purpose of visual interpretation it is in most cases only for attenuation. A visual interpretation should however benefit from corrections also for scatter and detector response in many cases since the resulting increase in image quality can simplify lesion detection.

Corrections are more important and widely applied for quantitative evaluations of the images, especially for absolute quantification where the activity is calculated. To know the activity in a specific organ or a tumour is essential for calculating the absorbed dose to that part of the body, which for example can be of interest for dose planning in radionuclide therapy. Absolute quantification from planar images requires usually also a background correction for the contribution of registrations from activity in over- and underlying tissues.

For a relative quantification, the calibration to activity is not necessary, but the images should preferably reflect the distribution of the radiopharmaceutical, which requires corrections. In this case the counts in different regions in the images can be compared and this is often of interest for diagnostic purposes.

The aims of this work were to evaluate and further develop corrections that improve the quantitative accuracy of SPECT (in particular) and planar scintigraphic imaging. Most of the work concerns brain imaging, since most of the SPECT research at Norrlands University Hospital, Umeå University has been concentrated on regional cerebral blood flow (rCBF) or the dopamine transporter and receptor system in the brain. In many cases, however, the methods are also applicable to other parts of the body. This work is focused on corrections for background activity, attenuation, scatter, septal penetration and detector response. The Monte Carlo method is used as a tool for evaluation and optimisation in many parts of the work. More specific the aims of the present work were to:

- Develop and evaluate a quantitative method for determining the uptake of $^{125}$I-labelled compounds in a tumour inoculated in the flank of a mouse, based on planar scintigraphic imaging with a pin-hole collimator. The evaluation includes the comparison of two different methods to correct for the background
activity. This work on planar scintigraphic imaging can be seen as an introduction to the more complex world of SPECT. The method is described in Paper I.

• Develop and evaluate a method for attenuation and scatter correction of brain SPECT based on computed tomography (CT) images of the same patient, where the registration of the CT and SPECT image volumes should be performed using fiducial markers that only need to be present during the SPECT examination. The method is evaluated for $^{99m}$Tc Hexamethyl propyleneamine oxime (HMPAO) rCBF SPECT and is described in Paper II.

• Further developing of the scatter correction method used in the previous study, transmission dependent convolution subtraction (TDCS), by determining the optimal geometry for deriving scatter fractions as a function of attenuation path length, and the optimal scatter kernel, for $^{99m}$Tc HMPAO rCBF SPECT. TDCS is also compared with convolution scatter subtraction (CSS) and this is described in Paper III. The aim was also to introduce a few adjustments in the correction method to make it suitable for many iterations, which is described in Paper IV.

• To contribute to the evaluation of a new version of the Monte Carlo program SIMIND that can take interactions in the collimator into account. This is important when the effect of septal penetration is studied using Monte Carlo simulations. This is described in Paper V.

• To use this Monte Carlo program to evaluate a few correction methods for scatter and septal penetration; CSS, two TDCS versions and one method included in the iterative reconstruction which uses the effective source scatter estimation (ESSE) to model scatter and collimator-detector response (CDR) including septal penetration. The aim was also to implement a distance-independent compensation for CDR for geometrically mean valued projection images. This study is described in Paper VI.
2 SCINTIGRAPHIC IMAGING

In scintigraphic imaging, the distribution of an administered gamma photon emitting radiopharmaceutical *in vivo* is visualised using external detectors. 2D images can be acquired using a stationary gamma camera and 3D images can be acquired using SPECT or positron emission tomography (PET). SPECT is a common technique available at most hospitals while PET requires special equipment and preferably locally produced radionuclides and is not an issue of this work.

In scintigraphic imaging, “functional images” are produced, where the distribution of the radiopharmaceutical is visualised. Functional imaging is important for diagnostics of different diseases since changes of function can occur long before any consequential changes in morphology. Many biochemical processes can be studied using scintigraphic imaging and it is therefore an important tool, both for diagnostics and research.

2.1 The gamma camera

The detector used for scintigraphic imaging is called a gamma camera or Anger camera. It was developed in the late 1950’s by Hal Anger (Anger 1958) and has for a long time been a standard imaging device in nuclear medicine. The basic components of the gamma camera today are in many cases the same as when it was invented, but its performance has been improved over the years, especially by the introduction of digital electronic components and multiple head systems. A schematic figure of the gamma camera detector can be seen in Fig. 1. The detector is attached to a gantry for motion control.

![Fig. 1. The gamma camera.](image)

The collimator, which can be of different types, is closest to the imaged object and sets the acceptance angle for detection of the emitted gamma photons. The parallel-hole collimator is the most popular one and it consists of a lead plate with closely packed parallel holes, usually with hexagonal form. The lead “walls” between the holes are called septa. The hole diameter, collimator thickness and septal thickness depend on the resolution/sensitivity and the photon energy range for which the collimator is optimised. In most cases the hole diameter is a few millimetres, while the collimator thickness is a few centimetres. Parallel-hole collimators were used in the studies described in Paper II-
VI. In the study described in Paper I, a pin-hole collimator was used. It is formed as a lead cone with a small hole at the apex, facing the imaged object. With the pin-hole collimator the size of the image will depend on the distance from the object to the pin-hole, which is not the case for parallel-hole collimators. The pin-hole collimator is convenient when the imaged objects are small, for example small animals or small organs like the thyroid, since these objects can be magnified on the image. There are also other types of collimators, for example fan-beam, cone-beam and slant-hole collimators (Ricard 2004).

The detector material in the gamma camera is generally a NaI(Tl)-crystal. It is coated with a thin Al-layer at the front side and the edges to protect from outside light and moisture. The crystal is typically about 1 cm thick, which gives a high detection probability for photons with energies up to a few hundred keV. When a gamma photon interacts in the crystal, light photons are created, and the number of light photons is proportional to the energy deposited in the crystal. The rear side of the crystal is optically coupled to a light guide of glass, which protects the crystal and leads the light photons to an array of photomultiplier tubes, which are optically coupled to the light guide. The PM-tubes convert the light photons to electrons on a photocathode and amplify the number of electrons in a dynode-chain. This results in a measurable electrical pulse at the anode of those PM-tubes that are hit by the light photons. These pulses are processed through a matrix of electronic circuits to give signals with amplitudes proportional to the location of the gamma photon interaction, and the energy deposited in the crystal. Logical and discrimination processes are then taking place to sort out the interactions in the crystal that should contribute to the image.

2.1.1 Gamma cameras used in this work
Four different gamma cameras have been used for measurements or simulations in this work, and they are all located at the Nuclear Medicine department at Norrlands University Hospital in Umeå. The manufacturer of these cameras is General Electric (WI, USA). The Porta Camera is an old analogue camera used for thyroid imaging and it can be seen in Fig. 2 a. In the study described in Paper I, it was equipped with a pin-hole collimator for imaging of mice. The Neurocam, shown in Fig. 2 b, is a dedicated brain camera with three detectors with a fixed radius of rotation of 12.25 cm. This camera is used in the studies described in Paper II-IV. The Millennium MPR is a multi-purpose rectangular single headed gamma camera, and it can be seen in Fig. 2 c. It was chosen for Paper V because of its wide scatter free surroundings, which makes it suitable for comparison of Monte Carlo simulations and measurements. The Millennium MG, shown in Fig. 2 d, is a multi-purpose dual-headed gamma camera. The detectors and collimators of this camera are the same as for the Millennium MPR. It was chosen for the simulations described in Paper VI for brain SPECT since it was clear that the Neurocam soon would be replaced. During that study the new camera was however not yet decided, and the Millennium MG is the second choice brain camera at the Nuclear Medicine department in Umeå.
Fig. 2 a. Porta Camera

Fig. 2 b. Neurocam
Fig. 2 c. Millennium MPR

Fig. 2 d. Millennium MG
2.2 Single photon emission computed tomography (SPECT)
SPECT is a method where 2D projections are acquired with a gamma camera at different angles around the patient. The projections are used for reconstruction of a 3D image volume, which ideally should correspond to the activity distribution in the patient. A continuous acquisition of data is possible but requires complicated data management (Hamilton 2004), and in most cases a “step and shoot” technique is used instead, with no data collected during the detector movements. The 2D projections are acquired in a circular or elliptical orbit around the patient, and the number of projections usually varies between 64 and 128, equally distributed in space. A complete acquisition measures projections over a 360º rotation but a restricted acquisition of 180º is sometimes used. A multiple head system is advantageous for SPECT since it is a relatively time-consuming procedure.

2.2.1 Reconstruction of SPECT images
The classical method of image reconstruction is the filtered backprojection (FBP) technique (Cormack 1963, Hounsfield 1973), which is based on the inverse of the Radon transform (Radon 1917). In this method the projection data (each row of pixels in the acquired planar images) is filtered in the frequency plane with a ramp filter. The filtered projections are then transformed to the spatial plane and backprojected from the acquired angles, to give transaxial images. The ramp filter is proportional to frequency, with 0 at 0 frequency, and is used to remove blurring introduced by the backprojection step. Since it is a high-pass filter that amplifies high frequency noise, the projection images are usually filtered with a low-pass filter before reconstruction. A review of filtering in SPECT has been published for example by Van Laere et al (2001). FBP is fast and simple to implement but can give streak artifacts, due to the limited number of projections. The calculated transaxial images build a 3D image volume that can be sliced in any direction.

Iterative techniques have long been known to possess some advantages compared with the filtered back projection technique. They have however only recently come into clinical use because of the computer capacity required. Iterative techniques are based on the following equation (Vandenberghe et al 2001):

\[ n^*(d) = \sum_b p(b,d)\lambda(b) \]  

(1)

where \( \lambda(b) \) is the digitised true tracer distribution as a 1D vector, \( p(b,d) \) is a probability matrix describing the probability of detecting a photon originating in voxel \( b \) in detection bin \( d \) and \( n^*(d) \) is the 1D vector of acquired projection data. This forms a large set of linear equations that theoretically can be solved for \( \lambda(b) \). The direct inversion is however rather slow, and numerical instabilities can occur, and the equation is therefore usually solved iteratively (Vandenberghe et al 2001). The iterations start with an initial estimate \( \lambda_0(b) \) which for example can be a blank image, a homogeneous phantom image, or a reconstruction using FBP. The estimate should then be improved at every iteration step by comparing the calculated projections with the acquired ones, and different
iterative techniques handle this in different ways. Examples of iterative algorithms that use algebraic methods can be seen in the following references: Gordon et al (1970), Gilbert (1972) and Goitein (1972), and examples of different statistical methods can be seen in: Herbert and Leahy (1989), Gindi et al (1993), Hudson et al (1994) and Byrne (1996).

A well-known statistical iterative technique is the maximum likelihood expectation maximisation (MLEM) method (Shepp and Vardi 1982, Lange and Carson 1984). It iteratively maximises a likelihood function and takes the Poisson nature of the data into account. It obtains a new estimate of $\lambda(b)$ for iteration step $k+1$ according to the following equation:

$$\lambda_{k+1}(b) = \frac{\lambda_k(b)}{\sum_d p(b,d)} \sum_d \left( p(b,d) \frac{n^*(d)}{\sum_{b'} p(b',d) \lambda_k(b')} \right)$$

(2)

The sum in the denominator within the brackets can be called the projection step. This is the calculation of new estimated projection data (see Eq. 1) from the current estimation of the activity distribution. The sum over the brackets is called the back-projection step, where the calculated projections are compared with the measured projections to generate a new iterand that should be closer to the most likely solution where the likelihood is maximised (Shepp and Vardi 1982).

For 3D reconstructions, the probability matrix is very large (the total number of voxels in the images to be reconstructed times the total number of pixels in all projections). Therefore it is usually not calculated and stored, and the needed matrix elements are instead calculated “on the fly” (King et al 2004).

The MLEM method is relatively slow, and is seldom used as it is. Hudson and Larkin (1994) have suggested a way to group the data into smaller subsets to decrease computing time. This method is called ordered subsets expectation maximisation (OSEM) and today it is widely used and often included in modern clinical software. The subsets are comprised of evenly spread projections around the patient, and two projections have been suggested as the minimum number per subset (Hudson and Larkin 1994). In theory, it is however better to use at least four projections per subset since the sum of counts in the projections forming each subset ideally should be equal for all subsets, and this requirement is more likely to be fulfilled if the subset size is not too small (Hutton and Lau 1997). The decrease in computing time in comparison with the MLEM technique is roughly a factor of the number of subsets used, and if we have 64 projections and four projections/subset, the computing time decreases with a factor of 16. When using OSEM, one iteration is defined as a pass through all the subsets. OSEM has been used for all reconstructions in this work, with four projections per subset.
MLEM converges to the maximum likelihood solution (Shepp and Vardi 1982) but it appears that the limit image of the OSEM reconstruction depends on the last projection processed (Hudson and Larkin 1994). It has therefore been of interest to develop accelerated techniques that do converge to the maximum likelihood solution (Browne and De Pierro 1996, Hsiao et al 2004). The importance of a converging method can however be questioned since the number of iterations usually is well below the limit of convergence when using maximum likelihood-based techniques. OSEM has also been shown to give images that are very similar to images using MLEM, using the corresponding number of iterations (Hutton et al 1997).

An advantage of iterative methods like MLEM and OSEM is that models for attenuation, scatter, collimator-detector response (CDR), septal penetration and other effects like patient motion and tracer kinetics can be incorporated into the reconstruction (Hutton et al 1997). Compensation for attenuation, scatter, CDR and septal penetration will be discussed further in later sections.

2.3 Radiopharmaceuticals
In scintigraphic imaging, the distribution of a radiopharmaceutical is visualised. A radiopharmaceutical consists of two principal components, the photon emitting radionuclide and the pharmaceutical compound. The radionuclide is needed for detection while the pharmaceutical dictates the distribution within the body. Some ready-to-use radiopharmaceuticals can be delivered by the manufacturers, but in most cases the radionuclide compound is labelled to the pharmaceutical at the hospital. In rare cases the radionuclide is labelled to material from the patient’s body, for example white blood cells (Johansson and Johansson 1998).

When choosing a radionuclide for diagnostic imaging, a number of factors must be accounted for (Johansson and Johansson 1998). For radiation protection reasons, it is important that the dose delivered to the patient is as low as reasonably achievable. Alpha and beta radiation, and emission of photons with energies other than the principal energy used for imaging, should therefore preferably be avoided. The preferred energy range of the gamma photons used for imaging is roughly between 70 and 200 keV. For lower gamma energies, too many photons will be attenuated in the patient and contribute to the dose but not to the images, and higher energies require medium- or high-energy collimators which have a negative effect on spatial resolution and sensitivity. The half-life of the radioactive decay is of course important. Enough activity must be left in the patient at the time of imaging, but after the examination the remaining activity serves no useful purpose and gives the patient unnecessary dose. Stable chemical bounding between the radionuclide and the pharmaceutical is important since the examination becomes useless if the two have been separated at the time of imaging. It is also advantageous if the labelling procedure is uncomplicated and if the radionuclide is inexpensive. Examples of radionuclides used for diagnostic imaging are $^{99m}$Tc, $^{133}$Xe, $^{111}$In, $^{123}$I, $^{201}$Tl, $^{131}$I and $^{67}$Ga (Jönsson and Richter 2004).
When choosing a radionuclide for radionuclide therapy, the characteristics above concerning dose are reversed to some degree. In this case the half-life, type of radiation and particle energies should be matched to give a high dose to the treated tissues. Photon emissions are needed if imaging is used to follow up the treatment. Examples of radionuclides used for therapy are $^{131}$I, $^{90}$Y, $^{153}$Sm, $^{32}$P and $^{89}$Sr (Jönsson and Richter 2004).

Some characteristics of the radionuclides used in this work are presented in Table I (ICRP 1983). In the study described in Paper I, we used a radionuclide that is rarely used for imaging of humans, $^{125}$I. The energies of the gamma and characteristic X-ray photons emitted from the decay of $^{125}$I are too low to be optimal for patient examinations, but since the “patients” in that study were mice, enough photons could escape and contribute to the images. $^{125}$I has a relatively long half-life, which makes it suitable for long time studies. The next radionuclide in Table I, $^{99m}$Tc, is the dominant radionuclide in diagnostic imaging, and in 2004 it was used for 94% of the imaging examinations at the Nuclear Medicine department in Umeå. It possesses all the positive characteristics described above except for simple labelling procedures, and therefore it can still not be used for all types of examinations that otherwise would be suitable for $^{99m}$Tc. It is relatively inexpensive since it can be generated daily from a “Tc-generator” containing $^{99}$Mo, which has a half-life of 66 h. $^{99m}$Tc was used for simulations and measurements in the studies described in Paper II-IV. In the studies described in Paper V and VI, we used the radionuclide $^{123}$I. In 2004 it was used for 33% of the brain examinations at the Nuclear Medicine department in Umeå, but only 4% of the total number of imaging examinations. Since $^{123}$I is a halogen the labelling procedure is relatively uncomplicated, but the emission of electrons gives the patient a higher dose compared with $^{99m}$Tc-labelled compounds. $^{123}$I also emits high energy gamma photons that degrade image quality, and the most dominant high energies can be seen together with the principal energy in Table I.

Table I. Characteristics for the radionuclides in this work.

<table>
<thead>
<tr>
<th>Radionuclide</th>
<th>Half-life</th>
<th>Radiation</th>
<th>Photon energy (keV)</th>
<th>Probability (%/decay)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{125}$I</td>
<td>59.4 days</td>
<td>$\gamma$</td>
<td>35.5</td>
<td>6.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$K\alpha_1$</td>
<td>27.5</td>
<td>74</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$K\alpha_2$</td>
<td>27.2</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$K\beta_1$</td>
<td>31.0</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$K\beta_2$</td>
<td>31.7</td>
<td>4.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$K\beta_3$</td>
<td>30.9</td>
<td>7.2</td>
</tr>
<tr>
<td>$^{99m}$Tc</td>
<td>6.02 h</td>
<td>$\gamma$</td>
<td>140.5</td>
<td>89</td>
</tr>
<tr>
<td>$^{123}$I</td>
<td>13.2 h</td>
<td>$\gamma$</td>
<td>159.0</td>
<td>83</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\gamma$</td>
<td>346.3</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\gamma$</td>
<td>440.0</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\gamma$</td>
<td>505.3</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\gamma$</td>
<td>529.0</td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\gamma$</td>
<td>538.5</td>
<td>0.38</td>
</tr>
</tbody>
</table>

18
2.4 Photon interactions with matter
The gamma photons emitted from the radionuclides interact with matter in a way that depends on their energy and the composition of the absorber. Gamma photons have five types of interactions with matter; photoelectric absorption, elastic scattering, inelastic (Compton) scattering, pair production and photonuclear reactions (Anderson 1984). Pair production and photonuclear reactions are however not of interest in scintigraphic imaging since these interactions require higher photon energies than normally used in these types of studies.

Photoelectric absorption is most likely to occur for low photon energies \((h\nu)\) and high atomic numbers \((Z)\) of the absorbers, according to the following relation:

\[
\sigma \propto \frac{Z^n}{(h\nu)^{3/2}}
\]

where \(\sigma\) is the atomic cross section for the interaction, which is a measure of its probability. \(n\) is between 4 and 5, depending on both \(h\nu\) and \(Z\). The photoelectric absorption involves complete absorption of the gamma photon and ejection of a bound electron. The kinetic energy of this photoelectron will then be equal to the photon energy minus the binding energy of the electron. The interaction is most likely to occur with an electron in the K-shell of the atom, since the whole atom takes up the momentum, and the K-shell electrons are the most tightly bound. The vacancy thus created will be filled by electrons in the outer shells and the liberated energy will appear as characteristic X-rays and Auger electrons.

Scattering of photons can be divided in two different processes, elastic and inelastic (Compton) scattering. Elastic scattering means an interaction with the whole atom and involves no loss of energy, and usually only a small change in direction. Compton scattering means interaction with an orbital electron and is the dominating scatter process. Its cross section can approximately be calculated from the equation by Klein and Nishina (1929), but a correction factor for low energies is needed. The atomic cross section is less dependent on energy compared with the corresponding cross section for photoelectric absorption, and is proportional to the number of electrons per atom, \(Z\).

During Compton scatter, the photon will deliver a part of its energy to the electron, and will continue with the remaining energy, scattered an angle \(\theta\). The energy of the scattered photon, \(h\nu'\), can be calculated as:

\[
h\nu' = \frac{h\nu}{1 + \frac{h\nu}{mc^2}(1 - \cos \theta)}
\]

where \(m\) is the electron mass and \(c\) is the speed of light in vacuum \((mc^2\) equals 511 keV). From the equation it can be seen that the greater the angle \(\theta\), the larger the energy loss will be, with the maximum energy loss at \(\theta = 180^\circ\) (backscatter). It should be noted
that this equation is an approximation since it assumes interaction with a free electron at rest, and a small spread in energies will therefore be seen for each angle $\theta$.

2.4.1 Attenuation
The sum of the contributions from all interactions with matter, photoelectric absorption, scatter, pair production and photonuclear reactions, is called attenuation (Attix 1986). Mono-energetic photons are attenuated in homogeneous matter according to the following equation:

$$\Phi = \Phi_0 e^{-\mu L} \quad (5)$$

$\Phi$ is the fluence after the thickness $L$ of the homogeneous matter, and $\Phi_0$ is the fluence at $L = 0$. $\mu$ is the linear attenuation coefficient which describes the probability that the photon will interact, per unit thickness. For inhomogeneous matter, the exponential in Eq. 5 turns into an integration of the spatially variant attenuation coefficient over the distance $L$.

Attenuation can be referred to either as “broad beam” or “narrow beam” depending on if $\Phi$ includes scattered photons or not. The broad beam case can be described by including a depth dependent build-up factor $B(L)$, which accounts for the build-up of scattered photons:

$$\Phi = B(L)\Phi_0 e^{-\mu L} \quad (6)$$

A broad beam geometry can also be described using an effective attenuation coefficient $\mu'$ in Eq. 5, which is lower in comparison with the tabulated linear attenuation coefficient, $\mu$. It can be calculated using the following equation (Attix 1986):

$$\mu' = \mu - \frac{\ln B(L)}{L} \quad (7)$$

The relative contributions, in percent, to the linear attenuation coefficient from the interaction processes photoelectric absorption, Compton scattering and elastic scattering in the materials water (which is approximately equivalent to soft tissue), NaI (the crystal in the gamma camera) and lead (the collimator material) for the 140 keV photons emitted by $^{99m}$Tc are presented in Table II. The relative contributions are calculated from XCOM: Photon Cross Sections Database, which can be found at [http://physics.nist.gov/PhysRefData/Xcom/Text/XCOM.html](http://physics.nist.gov/PhysRefData/Xcom/Text/XCOM.html).
Table II. Contributions from different interactions to the linear attenuation coefficient for 140 keV photons.

<table>
<thead>
<tr>
<th></th>
<th>Photoelectric (%)</th>
<th>Compton (%)</th>
<th>Elastic (%)</th>
<th>Linear attenuation coefficient (cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H$_2$O</td>
<td>0.6</td>
<td>97.4</td>
<td>1.8</td>
<td>0.154</td>
</tr>
<tr>
<td>NaI</td>
<td>77.7</td>
<td>15.3</td>
<td>7.1</td>
<td>2.62</td>
</tr>
<tr>
<td>Pb</td>
<td>91.1</td>
<td>4.0</td>
<td>5.0</td>
<td>26.9</td>
</tr>
</tbody>
</table>

2.5 Scintigraphic studies in this work

The investigation described in Paper I was performed in connection with studies of radioimmunotargeting of tumours with labelled antibodies. Two different $^{125}$I-labelled monoclonal antibodies were studied in nude mice, where each mouse had a human tumour inoculated in front of its right hind leg. One of the studied antibodies (TS1) was directed against intracellular cytokeratin 8 and the other (H7) was directed against membrane-bound placental alkaline phosphate. These antibodies were of interest for radioimmunotherapy (RIT) and the animal model could give a rough indication of the characteristics of the antibodies, and of their potential for use in humans.

In the studies described in Paper II, III and VI, corrections were studied and further developed to improve the quantitative accuracy of rCBF SPECT. rCBF SPECT is usually performed with $^{99m}$Tc-HMPAO and is an important tool, primarily for diagnosis of different types of dementia. HMPAO is lipophilic and can pass the blood brain barrier but in the brain it changes chemical structure to a hydrophilic form which is irreversibly bound in the brain for hours (Andersen 1989). The substance will be absorbed in the brain in relation to the rCBF. The uptake is however not completely proportional to the rCBF, which can be seen if comparing to a method using $^{133}$Xe intracarotid injection. It is possible to correct for this if a more linear relationship is desired (Lassen et al 1988), but this is seldom done. Most of the radiopharmaceutical is absorbed during the first passage through the brain, and the images will therefore reflect the blood flow during a relatively short time after injection.

In the study described in Paper VI, corrections for improving the quantification of brain SPECT performed with $^{123}$I DaTSCAN$^\text{TM}$ (Amersham, GE Healthcare, WI, USA) were evaluated. When injecting this radiopharmaceutical, the active substance Ioflupane passes through the blood brain barrier and connects to presynaptic dopamine transporter (DAT) proteins in the striatum (Booij et al 1997, Kaasinen and Rinne 2002). Patients with Parkinsonian syndrome have a degeneration of the dopaminergic neurons in the substantia nigra which normally proceed to the striatum, and a reduction of uptake will therefore be seen (Booij et al 1997). With this technique, it is possible to differentiate patients with Parkinsonian syndrome from patients with essential tremor, which otherwise can be difficult.
3 QUALITY OF SCINTIGRAPHIC IMAGES

Image quality is often described using the basic parameters contrast, noise and spatial resolution. These parameters affect both the qualitative and quantitative evaluation of planar scintigraphic imaging and SPECT, and will be discussed below. The corrections applied for a quantitative evaluation will also affect these parameters in different manners and this is important to take into account when choosing between different correction methods.

Image quality is heavily dependent on the performance of the gamma camera, and a detailed description of how to measure gamma camera performance can be found in the NEMA protocol (NEMA 2001), which sets a standard for definition and measurement of a number of quality parameters. A short description of the most important parameters for a quantitative evaluation will be discussed later in this section. Spatial resolution is an important quality parameter and will therefore be described as such.

3.1 Contrast
Contrast is a measure of the difference in image intensity between adjacent regions in the image. The contrast in a planar image should ideally reflect a 2D projection of the activity distribution within the patient. In SPECT, the contrast is improved compared with a planar image, since there is no contribution from over- and underlying activity in the calculated 3D distribution of activity. In this case the contrast should ideally reflect the activity distribution in the different tissues. The contrast can however be influenced by attenuation, scatter, septal penetration and background radiation. For small objects, spatial resolution will also have a high impact on image contrast.

Various equations for calculating contrast can be found in the literature. In the study described in Paper V, the following equation was used to calculate contrast, where $N$ is the average value of registrations/pixel in the region of interest and $B$ is the corresponding value in a surrounding background region:

$$C = \frac{|N - B|}{N + B} \cdot 100\%$$  \hspace{1cm} (8)

3.2 Noise
If an interaction in the NaI(Tl) crystal in the gamma camera is accepted to contribute to the image, one count will be added to the image pixel corresponding to the location of the photon interaction. Each pixel in the in the raw data image can therefore be viewed as a photon counter, and the probability of detecting $x$ photons is then described by the Poisson distribution:
\[ P(x) = \frac{\bar{x}^x e^{-\bar{x}}}{x!} \]  \hspace{2cm} (9)

where \( \bar{x} \) is the expected number of detected photons (the mean value in a homogeneous region or in repeated identical measurements). The standard deviation of the Poisson distribution is calculated as:

\[ s = \sqrt{\bar{x}} \]  \hspace{2cm} (10)

If \( \bar{x} \) is large, at least in the order of 15, the Poisson distribution can be approximated with a Gaussian distribution.

Noise is usually calculated as a percentage as the standard deviation divided by the mean value. The limited amount of activity that can be given to the patient, the limited examination time and the construction of the collimator are factors that contribute to a high noise level in comparison with other diagnostic techniques. The noise level is often higher than 10% in SPECT projection images, but is in most cases lower in planar scintigraphic images due to the longer measurement time per image.

The stochastic noise in the SPECT projection images will affect the noise level in the reconstructed images. After reconstruction, the noise is however non-stochastic and much more complex (Gillen 1992). The noise will be positively correlated at short distances and negatively correlated at long distances. The noise will then appear as “blobs” that can be of the same size as the information of interest, for example lesions, in the reconstructed images. The use of pre- or post filtering in the reconstruction process will of course affect the noise level, and a smoother filter will decrease the standard deviation, and increase the correlation length, that is make the noise blobs to appear larger (Rosenthal et al 1995). The MLEM and OSEM reconstruction algorithms take the Poisson noise into account, and furthermore, they don’t include the FBP ramp filter which amplifies high frequency noise. Images reconstructed using MLEM or OSEM should therefore have a higher signal-to-noise ratio compared with images reconstructed using FBP (Chornoboy et al 1990).

If an iterative reconstruction like MLEM or OSEM is used, resolution and contrast increases with the number of iterations, but at the same time the noise level increases (Floyd et al 1987). A high noise level can be avoided by stopping the reconstruction at an early iteration step, application of a post-reconstruction filter, using compensation for CDR, or combinations of these. These options are discussed and compared in detail for myocardial imaging in the study by Hutton and Lau (1998), and they concluded that compensation for CDR is preferable to post-filtering. The noise level can also be decreased by low-pass filtering of the projections, as described in Paper II – III. That approach is more unusual but we found that it made it possible to use a comparably high number of iterations which gave a better contrast and spatial resolution than the corresponding post-filtering alternative would do for the same noise level. The CDR alternative, which is preferable, was used in the study described in Paper VI.
3.3 Quality parameters of a gamma camera

3.3.1 Spatial resolution
Spatial resolution is described by the full width at half maximum (FWHM) complemented by the full width at tenth maximum (FWTM) of the line spread function of the gamma camera system. It is measured in two perpendicular directions using a line source at a distance of 10.0 cm from the collimator surface, free in air or behind a scattering medium. Hereafter, only FWHM values of spatial resolution will be discussed. The spatial resolution in gamma camera imaging is generally rather poor in comparison with other radiological modalities. The limit of the spatial resolution is set by the intrinsic resolution, $R_i$, which should be near 3.5 mm for conventional crystal thicknesses and 140 keV photons, for modern gamma cameras (Hamilton 2004). It describes the ability of the system to transfer the spatial distribution of the absorbed energy in the crystal to a readable image (Strand 1998) and it depends primarily on the statistical fluctuation in the number of light photons hitting each PM-tube (Hamilton 2004).

The spatial resolution of a gamma camera system is also heavily dependent on the collimator resolution $R_c$, and for a high resolution the collimator holes should be as long and narrow as possible. $R_c$ is dependent on the distance from the collimator, and the value of $R_c$ in mm increases in an approximately linear manner with increased distance for a parallel-hole collimator (Anger 1964). It is therefore important that the collimator is as close to the patient as possible during the examination. Spatial resolution is also dependent on scatter and septal penetration, to a less degree, and the contribution of these effects is called $R_{sc}$. The total spatial resolution can be calculated as (Strand 1998):

$$R_{tot} = \sqrt{R_i^2 + R_c^2 + R_{sc}^2}$$

(11)

$R_{tot}$ is usually between 5 and 15 mm at a distance of 10 cm, depending on type of collimator, photon energy and if scatter is present or not.

Spatial resolution will degrade because of patient movements, and different types of fixations may be needed to reduce such effects. Movements can also cause image artifacts. In the study described in Paper II, a thermoplastic face mask was used to reduce head movements, and this mask is also used in clinical practice for brain examinations at the Nuclear Medicine department in Umeå. The mask is formed individually for each patient and is fastened with Velcro™-tapes underneath the head holder. It is demonstrated in Fig. 3.
In SPECT, the resolution will depend on the resolution in the planar images, and of methods and possible filters used for reconstruction. The effect of the spatially varying resolution for different distances from the collimator will give asymmetric spatial resolution in the radial and tangential direction for off centre sources (Larsson 1980). This becomes more and more apparent the further away from the centre of rotation the source is located.

3.3.2 Sensitivity
Sensitivity is a measure of the number of photons detected for a certain amount of activity and a certain time, and it is usually measured in cps/MBq or cpm/µCi, where cps stands for “counts per second” and cpm for “counts per minute”. This factor must be known for an accurate absolute quantification of activity. Sensitivity is most dependent on the collimator, since it sets the acceptance angle for the incoming photons. It is also dependent on the crystal thickness, the exchange and energy of the incoming gamma photons and the width of the energy window. If septal penetration is low, the sensitivity is approximately constant with the distance to the detector for a parallel-hole collimator. To increase the sensitivity a collimator with a larger acceptance angle for the incoming photons can be used. This will decrease image noise at the expense of a worse spatial resolution.

According to NEMA (2001) sensitivity should be measured during a specified time using a thin planar circular source of known activity of a diameter of 10 cm, 10 cm from the collimator surface. This sensitivity measurement includes some contribution from scatter, and a measure of sensitivity without scatter can be of interest for quantitative imaging. If a scatter free sensitivity is desired, sources with different diameters can been used, and the scatter contribution can been assumed to increase linearly with source area. The sensitivity can then be plotted against source area and the intercept with the y-
axis gives the sensitivity where scatter can be neglected (Sjögreen *et al.* 2002). This sensitivity measurement may be valid also for the reconstructed SPECT-images (Ljungberg *et al.* 2002). Different reconstruction programs can however normalise the reconstructed images in different ways, which has to be taken into account. If a separate sensitivity measurement has to be performed for quantitative SPECT, a point source or line source in air can be used and reconstructed with the same algorithm as in the patient study (Siegel *et al.* 1999). The attenuation and scatter correction can however be omitted since the calibration is performed in air.

3.3.3 Uniformity

Uniformity is a measurement of sensitivity variations over the gamma camera surface. The sensitivity variations should be as low as possible, and this is especially important for a quantitative evaluation of the images since the degree of non-uniformity directly will appear in the quantitative values. Uniformity is an intrinsic measure, which means that it is measured without a collimator. The measurement is performed using a point source at a distance of at least 5 times the longest linear dimension of the NaI(Tl) crystal, to make an approximately parallel radiation field to the detector. A high number of counts is measured for a low noise level. The image is then subject to a few corrections. Operations are used to reduce the contribution from non-uniform edge-pixels and the whole image is low-pass filtered using a Gaussian filter kernel. Uniformity can then be calculated as:

\[
U = \frac{N_{\text{max}} - N_{\text{min}}}{N_{\text{max}} + N_{\text{min}}} \times 100\% \quad (12)
\]

where \(N_{\text{max}}\) is the highest pixel value and \(N_{\text{min}}\) is the lowest pixel value. For integral uniformity \(N_{\text{max}}\) and \(N_{\text{min}}\) are searched for in the whole field of view and for differential uniformity the maximal difference in \(N_{\text{max}}\) and \(N_{\text{min}}\) is searched for in five neighbouring pixels. Uniformity is most dependent on the PM-tubes and typical uniformity values range from 2-6% for modern equipment (Strand 1998). Uniformity is the most important quality parameter, and therefore it is also checked daily with a flood source, usually made of \(^{57}\)Co. These measurements are performed with the collimator on. Non-uniformities can be corrected for by using measured uniformity matrices.

In SPECT, non-uniformities can appear as ring artifacts, showing the contribution from a mal-functioning PM-tube to the reconstructed image. The effects can be severe, especially if a central PM-tube is affected (Axelsson *et al.* 1983). Uniformity corrections are therefore especially beneficial for SPECT.
3.3.4 Energy resolution

Energy resolution is also an intrinsic parameter and it is measured in a similar manner as uniformity. It can be calculated as:

\[
R_E = \frac{FWHM}{E_0}
\]  

(13)

where \( FWHM \) is the full width at half maximum of the photopeak, and \( E_0 \) is the average energy of the peak. The energy resolution is approximately dependent on energy as \( 1/\sqrt{E} \) and typical values for modern equipment range from 8% to 10% for 140 keV photons (Strand 1998). The basic source of the poor energy resolution is the limited number of electrons hit loose at the photocathode of the PM-tubes, which gives a statistical uncertainty in the amplitude of the energy signal.

Energy resolution is an indirect measure of the ability of the detector to discriminate scattered photons, since a better energy resolution means a better separation of the photopeak and Compton region. A good energy resolution makes it possible to use a smaller energy window and still maintain a high sensitivity. Typical sizes of energy windows are between 15% and 20% for 140 keV photons.

3.3.5 Count rate performance

The count rate performance is a measure of the ability of the system to reproduce the true count rate, which is the number of detected photons per time that would be within the energy window, if detected individually. Due to pulse pile-up, the camera is unable to respond to all detections in the crystal, and the observed count rate will therefore be less than the true count rate. This is important to take into account for an accurate quantification, and for count rates well below 100 000 cps it is possible to correct for this effect (Koral et al 1998). Count rate performance is measured as the maximum observed count rate and count rate at 20% losses. It is difficult to state typical values of these parameters, since large variations can be seen when comparing different gamma cameras. For the GE Millennium MG, simulated in the study described in Paper VI, the maximum observed count rate in a 15% energy window is specified to \( \geq 220\,000 \) cps and the value at 20% losses is specified to \( \geq 155\,000 \) cps. High count rates will lead to mispositioning of events and will have a negative effect on uniformity and spatial resolution (Hart 1992). The speed of the detector electronics has a great impact on count rate performance (Binkley and Young 1998).
4 QUANTITATIVE IMAGING

In SPECT and planar scintigraphic imaging, the images are in most cases evaluated qualitatively by visual inspection, but quantitative information related to the uptake of activity in different tissues can be of interest for various purposes. High accuracy quantification is however very difficult to achieve. One reason for this is the poor spatial resolution, which causes the so called “partial volume effect”. It means that objects of comparable size to the spatial resolution will be underestimated in terms of activity concentration, because of blurring. It has been stated that quantification will be unreliable for objects smaller than three to four times the system spatial resolution (Rosenthal et al 1995). In SPECT the distance dependent spatial resolution can be compensated for to some degree by using compensation for CDR, which is positive for a quantitative evaluation (Pretorius et al 1998).

For an accurate quantification it is also necessary to correct for some other physical degrading factors, namely attenuation, scatter and in some cases also septal penetration. These factors affect image contrast by reducing the connection between image counts and activity concentration. Of these factors, attenuation is most important since the loss of counts due to this effect is substantial. For planar scintigraphic imaging, contribution of background counts from over- and underlying tissues must usually be corrected for (Siegel et al 1999). Factors related to the patient (for example motion and time-dependent tracer kinetics), technical factors (for example collimation, dead-time and non-uniformities) and procedural factors (for example pixel size, number of projections and reconstruction algorithm) must also be considered (Tsui et al 1994a, Rosenthal et al 1995). Quantification can be divided into two separate methods, absolute and relative quantification.

4.1 Absolute quantification

Absolute quantification means to quantify the activity in the tissues of interest, and this is possible since the image counts are connected to activity by means of the system sensitivity. The activity within the tissues can then be compared with the injected activity for calculation of relative uptake. The relative uptake of activity in a specific organ or a tumour is a convenient quantitative measure, since it can be compared with other cases without taking differences in imaging systems and patient size into account (Rosenthal et al 1995).

Absolute quantification is necessary for calculation of dose to different tissues. This is important when new radiopharmaceuticals are tested, and it is essential when evaluating risk and therapeutic effects of radiopharmaceuticals used for radionuclide therapy. The dose to a specific target organ in the body is calculated from the cumulated activity, which is the activity integrated over time (the total number of disintegrations). The cumulated activity in the organ itself is of course important for the dose calculation, but activity in surrounding tissues may also contribute to the dose. The cumulated activity depends on both uptake and retention of activity, and repeated activity measurements, with an appropriate sampling frequency, are required for a good approximation of the...
activity integrated over time. The cumulated activity can then be calculated by curve-fitting and integration, numerical methods or compartmental modelling (Siegel et al 1999).

One way of estimating dose to different tissues is by using the MIRD schema (Loevinger et al 1991), which has been used both for diagnostics and therapy (Stabin et al 1999). According to the MIRD schema, the mean absorbed dose $\bar{D}_t$ in a specific target organ in the body can be calculated as:

$$\bar{D}_t = \sum_s \tilde{A}_s S(t \leftrightarrow s)$$

(14)

where $\tilde{A}_s$ is the cumulated activity in the source organ. $S(t \leftrightarrow s)$ is the mean absorbed dose in the target organ per cumulated activity in the source organ, and depends on type of radiation, energies of the radiation involved and geometrical aspects of source and target regions (Loevinger et al 1991). $S$-values for different radionuclides can be found in tables for different pairs of source and target organs (Stabin 1996). In some cases no $S$-values exist, or the MIRD schema can be regarded as too approximate for individual dose estimation. In such cases, a voxel-based model based on CT or magnetic resonance tomography (MRT) images, together with Monte Carlo simulations, can be a possible alternative (Zaidi and Sgouros 2003).

4.1.1 Absolute quantification in this work

In the study described in Paper I, absolute quantification of the activity in the tumour inoculated in the flank of a mouse was of interest. Mice are the most commonly used animals for evaluation of new monoclonal antibodies with potential use for RIT, and a possibility to determine tumour activity in vivo over time is convenient in such studies. The monoclonal antibodies used in this study were labelled with $^{125}$I, and as can be seen in Table I the photons emitted when this radionuclide decays have relatively low energies. The average photon energy, weighted with the probability of emission, is 28.4 keV. On modern equipment the capability of measuring such low energies cannot be taken for granted since $^{125}$I is not used for imaging of patients, but it was possible on the analogue gamma camera used in this study. At Umeå University the mouse measurements have usually been performed with a pin-hole collimator. This type of collimator can provide a high spatial resolution if the pin-hole is small, and for the Porta Camera pin-hole collimator the hole diameter is 4.2 mm. The pin-hole collimator can also amplify the image of the mouse, which will reduce the effect of the poor intrinsic spatial resolution for the low photon energies on this piece of old equipment. However, the sensitivity will depend on the distance from the tumour to the pin-hole, which introduces uncertainties in the activity estimate. This requires a sensitivity calibration for the point where the tumour will be positioned.

Attenuation and background correction was performed in this study, but scatter was not corrected for explicitly. The dose rate to the tumour, in units of Gy/(kBq·day), was
determined as a function of tumour mass for $^{125}$I using the nodule module of the MIRDOS 3 program (Stabin 1996). The tumour was approximated to a small sphere with homogeneous activity distribution. Dose to the tumour from other tissues was neglected, and it was found that the contribution from electrons to the dose dominated completely. It should however be noted that if used for RIT in humans, the antibodies would probably have been labelled to some other radionuclide than $^{125}$I.

### 4.2 Relative quantification

Relative quantification is a more “fuzzy” concept, and it means that quantitative information is derived from the counts in the image, and is compared to other data. In this case the calibration to activity is not necessary, but in most cases it is advantageous if the image counts are proportional to activity concentration, which requires corrections. The corrections needed for a relative quantification must however be considered from case to case, since there is no need to correct for effects that will cancel out in the comparison. Relative quantification can be used for comparison of counts between two different datasets, for example two different regions in the same image, but data in different images can also be compared. It can also mean comparison of images with normal or abnormal databases (Rosenthal et al 1995).

#### 4.2.1 Relative quantification in this work

The rCBF images in this work were processed for relative quantification, to be used for research purposes. It has been shown that a normalisation of the reconstructed images to the well-established mean value of 50 ml/(100 g · min) increases the reproducibility significantly for $^{99m}$Tc HMPAO rCBF SPECT measurements performed on the same subject (Jonsson et al 2000). This can for example depend on differences in the useful (lipophilic) part of the radiopharmaceutical, which can vary from vial to vial, but it can also depend on physiological factors (Jonsson et al 2000). Large variations in rCBF have also been observed when comparing different subjects (Devous et al 1986), and it seems clear that absolute quantification of $^{99m}$Tc HMPAO rCBF SPECT is of little interest for diagnostics.

Relative rCBF quantification is for example used when comparing groups of patients by using statistical software like SPM (Wellcome Department of Cognitive Neurology, London, UK) or CBA (Thurfjell et al 1995). This requires normalisation of uptake, but also a spatial normalisation to a standard space, so that all brains have the same size and shape. The importance of correction of physically degrading factors in such studies, especially scatter correction, has been demonstrated by Van Laere et al (2002). In our research group we have for example studied memory provoked rCBF SPECT on a group of patients with early Alzheimer’s disease and a group of healthy subjects (Sundström et al, in press). The subjects were examined twice, once after injection at rest and once after injection during face and name encoding (memory provocation). All images were corrected for attenuation and scatter. The memory provoked images from each group were compared with their corresponding resting state images by using SPM, and the two groups were also compared with each other. It was found that memory
provocation magnified group differences in rCBF and such a technique can therefore be positive for early diagnostics of Alzheimer’s disease.

DAT studies are in most cases evaluated using relative quantification (Booij et al 1997, Parkinson study group 2000, Koch et al 2005) which should be mandatory for these studies (Tatsch et al 2002). Regions of interest (ROIs) are used for determining the number of counts in the striatum structures (left and right putamen and caudate nucleus) and one or more background regions, which should be placed occipitally or in the cerebellum (Tatsch et al 2002). Ratios of (striatum-background)/background counts can then be calculated and should preferably be compared with age-matched normal values. These ratios should in many cases be regarded as site-specific since differences in ROI-settings, equipment and reconstruction procedures can vary. Rough calibrations to ratios of the corresponding activity concentrations can however be performed using specially designed striatal phantoms. The quantitative accuracy is hampered by attenuation and scatter, and in most cases also septal penetration since these studies usually are performed with $^{123}$I-labelled compounds. The gain in quantitative accuracy when correcting for these effects has been shown for DAT studies and related studies (Hashimoto et al 1999, Almeida et al 1999, Soret et al 2003). It should however be noted that the contribution from septal penetration is called scatter in these references. Of great importance is the partial volume effect, because of the small size of the striatum structures, and a partial volume correction has been suggested (Soret et al 2003). In the study described in Paper VI, the images were corrected for attenuation, scatter, septal penetration and CDR.
5 THE MONTE CARLO METHOD

Monte Carlo simulations are based on sampling of random numbers to solve problems based on probability functions, and have been widely used in many fields in radiation physics (Andreo 1991). For nuclear medicine, simulations of photon transport have been shown to be useful for optimisation of detector design, development and evaluation of correction techniques, assessment of image reconstruction algorithms, ROC studies, modelling of tracer kinetics and assessment of absorbed dose (Buvat and Castiglioni 2002, Zaidi and Andreo 2003). Photon transport is relatively uncomplicated to simulate if the photon energy is low enough for the assumption of locally absorbed secondary electrons to be justified, and in scintigraphic imaging, this approximation is usually not a problem. A few Monte Carlo programs dedicated for gamma camera imaging have been developed, for example SIMIND (Ljungberg and Strand 1989), SimSPECT (Yanch et al 1992, 1993), MCMATV (Smith 1993, Smith et al 1993), SimSET (Harrison et al 1993) and recently GATE (Strul et al 2003). SimSET and GATE can also be used for PET. SimSPECT is based on the photon transport in the more general Monte Carlo code MCNP (Briesmeister 1986). Other general Monte Carlo codes have also been used with SPECT configurations, for example in the study by Narita et al (1996). They used EGS4 (Nelson et al 1985) for photon transport and interactions in the phantom, while a separate program modelled the gamma camera detection system.

With Monte Carlo simulations it is possible to extract results that cannot be given by gamma camera measurements. It is for example possible to get statistics on important parameters for the different interactions in the object or the gamma camera, for example the number of scattering events, scattering angles and imparted energy (Ljungberg 1998a). Monte Carlo simulations are also very useful for studying the effect of different correction techniques, since it is possible to simulate images without a certain interaction type, for example scatter or septal penetration. This gives an ideal image without the effect of the studied interaction, which can be used for comparison with corrected images. For optimisation of different imaging systems, Monte Carlo simulations are useful since it is very simple to change different parameters in the system and study the difference in performance (Ljungberg 1998a).

One has however always to bear in mind that simulations are based on computer models and are therefore approximations of real measurements, and that a perfect simulation of reality is very difficult to accomplish. For example, simplified models are sometimes used for interactions in different parts of the gamma camera to save computing time (Buvat and Castiglioni 2002). It is also important to note that the statistics of simulated gamma camera images may not be identical to the Poisson statistics in the corresponding measured images. This is due to the variance reduction techniques used to favour photon directions and events that will make them more likely to be detected, in order to reduce computing time. This is obtained using weights applied to the photon histories that represent the number of “real-world” particles represented by that history (Haynor 1998). Therefore, when a simulated photon is “detected”, the combined photon weight is added to the corresponding pixel, not one count as in a measurement. If
Poisson statistics is desired, virtually noise-free images can be simulated, and the effect of Poisson noise can then be added to the images. Simulated images can also be seen as ideal versions of reality since the patient never moves (if not specifically simulated) and imperfections in the detector system, for example non-uniformities, seldom are included. Scatter outside the studied object is also an effect which is usually not included in the simulations.

5.1 Monte Carlo simulations in this work
The Monte Carlo method is used in this work as a tool for evaluation and optimisation of the correction methods. The simulations were performed with the SIMIND program (Ljungberg and Strand 1989, Ljungberg 1998b). The code is written in Fortran 90 and consists of two parts; CHANGE and SIMIND. In CHANGE, the simulated system is defined, and SIMIND performs the Monte Carlo simulation. The program follows each photon from its origin in the source to detection in the crystal. Phantoms and sources of standard shapes can easily be simulated, and it is also possible to use heterogeneous voxel-based phantoms developed from CT or MRT images.

Two voxel-based heterogeneous phantoms have been used in this work for Monte Carlo simulations. One is a morphological phantom which includes various structures in the brain, whose densities and activity concentrations can be varied independently (Zubal et al 1990, Zubal and Harrell 1992). This phantom will hereafter be called the “Zubal-phantom”. The other heterogeneous phantom was designed for comparing simulations and measurements of an RSD striatal phantom (Radiology Support Devices, CA, USA) in the study described in Paper V. This phantom includes five separate compartments where different activity concentrations can be added, and it was developed from CT images of the physical RSD striatal phantom used in the study.

5.1.1 Monte Carlo simulations of collimator interactions
The SIMIND version used for simulations in the studies described Paper II-IV includes collimator specifications to calculate spatial resolution, but it does not take interactions in the collimator into account when producing the images. This approximation is not a problem for radionuclides emitting gamma photons of low energy, such as $^{99m}$Tc, since septal penetration is negligible for low photon energies and since the cross section for photoelectric absorption for the collimator material (lead) is much higher than the scatter cross section (which can be seen in Table II). For radionuclides that also emit high energy photons, such as $^{123}$I, it is however a serious approximation not to take septal penetration and scatter in the collimator into account (de Vries and Moore 1998, Song et al 2005). A code that simulates photon transport in the collimator has been developed by de Vries et al (1990) and it has been adapted for use with SIMIND. This code is based on rectangular collimator holes, and if the simulated collimator has hexagonal holes, adjustments of the hole size and septal thickness may be needed to make simulated and measured images to correspond, approximately (Dewaraja et al 2000).
The code described in Paper V, developed by Michael Ljungberg, is based on hexagonal collimator holes. This means that no adjustment to the collimator geometry is needed for most collimators, since most collimators are built this way. Adjustments might however be needed for the backscattering layer behind the crystal, which is an approximation of the PM-tubes and electronics behind the crystal which scatters some of the high energy photons back into the crystal. A layer of 4.0 cm Lucite was found to be appropriate for the MPR gamma camera used in this study.

The photon transport in the collimator is based on the Delta-Scattering technique (Woodcock et al 1965). This is a statistical method that doesn’t require time consuming ray-tracing through a heterogeneous grid of media. The technique is therefore advantageous for simulations of collimators with hexagonal holes since their geometry is relatively complex. In this case the path-lengths through the collimator \( P_n \) are sampled from

\[
P_n = \frac{-\ln(R_n)}{\mu_{\text{max}}} \tag{15}
\]

where \( R_n \) is a random number between 0 and 1 and \( \mu_{\text{max}} \) is the largest attenuation coefficient of the heterogeneous media. According to the Delta-Scattering technique, a secondary random number is sampled at the endpoint of the path. This random number is compared with the ratio of \( \mu/\mu_{\text{max}} \) where \( \mu \) is the attenuation coefficient at that point. If the random number is less than this ratio, the point is considered to be a place of interaction. Otherwise the photon continues with a new path-length according to Eq. 15. In this case the collimator only consists of two materials, air and lead. The attenuation coefficient of air is approximated to 0, and the ratio will therefore be either 0 or 1. It is therefore only required to test whether or not the endpoint of a path is within a collimator hole. This is tested for each path endpoint by using equations based on the hexagonal hole geometry. If the endpoint is not within a hole, it must be in the septa between the holes, and an interaction is simulated. This program was evaluated for \( \text{I}^{123} \) in the study described in Paper V by comparing simulations with real measurements for two collimators; low energy general purpose (LEGP) and low energy high resolution (LEHR). Point sources at different distances from the collimator were used, and we also used the RSD striatal phantom described earlier. Both images and energy spectra were compared and a good correspondence was found. In recent versions of SIMIND the Delta-Scattering technique is also used to simulate photon transport within a heterogeneous voxel-based phantom.
6 CORRECTIONS FOR QUANTITATIVE SPECT

6.1 Attenuation correction
Attenuation correction is the correction for the loss of counts in the images, due to attenuation in the patient. Photoelectric absorption is an obvious source of attenuation that needs correction, but the primary interaction process in tissue for photons from radionuclides used for scintigraphic imaging is Compton scattering (which can be seen in Table II for 140 keV photons). Most of the Compton scattered photons will not be detected because of out-scattering from the patient, photoelectric absorption in the patient or energy discrimination in the gamma camera. The scattered photons that are detected contain less useful information and can be corrected for using techniques described in the next section. Attenuation will be referred to as the loss of useful counts and scatter as the addition of unwanted counts in this work.

The equation describing the attenuated SPECT projections from a source distribution $f(x,y)$ in an attenuating medium is called the attenuated Radon transform, and can be written as:

$$p(s, \theta) = \int_{L(s,\theta)} f(x, y) \exp\left(-\int_{0}^{l(x,y)} \mu(x',y') \, dl \right) \, dr$$

where $p(s, \theta)$ is the 1D projection data for the camera angle $\theta$, $l(x,y)$ is the distance from the emission point $(x,y)$ to the detector along the line $L(s,\theta)$ and $\mu$ is the spatially variant attenuation coefficient (Zaidi and Hasegawa 2003). One would like to solve this equation for $f(x,y)$, and inversions for this equation have been developed during the last years (Novikov 2002, Natterer 2001). They are however not of widespread use.

A demonstration of the effect of attenuation in SPECT can be seen in Fig. 4, for a cylindrical 99mTc-water phantom, containing six spheres of water without activity, with diameters from 1.34 cm to 3.80 cm (a “Jaszczak phantom”). The diameter of the phantom is 20 cm. The projection images are simulated using SIMIND, with parameters corresponding to the Neurocam shown in Fig. 2 b, equipped with LEHR collimators. In the left image, no interactions were allowed in the phantom and in the right image attenuation, but not scatter, was included which means that a perfect energy resolution was simulated. The 64 projection images were reconstructed using OSEM with 12 iterations, 4 projections/subset, and were corrected for CDR but not attenuation. It can be seen that attenuation leads to an underestimation of the activity concentration, especially in the centre of the phantom. For more complicated density and activity distributions, image artifacts and distortions can be induced (Tsui et al 1989).
For an absolute quantification of activity, it is necessary to correct for attenuation (Rosenthal et al 1995), and that can easily be understood from the images above. Attenuation correction is however frequently used also in clinical routine for visual interpretation of the images. For such purposes, simple analytical methods for attenuation correction are commonly used for SPECT, in combination with FBP. These corrections can either be performed before reconstruction (pre-reconstruction techniques) or after (post-reconstruction techniques). Examples of pre-reconstruction techniques used clinically are the method of Sorenson (1971) and Larsson’s simplification of this method (Larsson 1980), which operate on geometrical mean values of opposing projections. The geometrical mean is calculated as the square root of a pixel by pixel multiplication of 180° opposed planar images, where one of the images is mirrored. This will make the images largely dependent on thickness of the attenuating medium, less dependent on source thickness and independent of source depth (Rosenthal et al 1995). Sorenson’s method assumes a uniform distribution within the source and a constant attenuation coefficient, and requires knowledge of the cord length of both the source and attenuating medium, perpendicular to each projection to be corrected. Larsson’s method assumes a homogeneously distributed source within the object, and requires therefore only knowledge of the cord length of the attenuating medium. A well-known post-reconstruction technique is the method by Chang (1978) which is derived from reconstruction of a point source. The body contour needs to be known in this method and it is usually estimated from the reconstructed images. This method is usually used assuming uniform attenuation, but non-uniform attenuation can also be taken into account, with some modifications (Manglos et al 1987). The Chang method with the assumption of uniform attenuation is used clinically for rCBF studies at the Nuclear Medicine department in Umeå. The DAT studies are not corrected for attenuation because of uncertainties in the head contour estimation on these images.

When an iterative reconstruction method is used, the effect of attenuation can be incorporated in the probability matrix, for attenuation correction (Gullberg et al 1985).
This is preferable for accurate quantitative imaging (Tsui et al 1989, Chornoboy et al 1990). The attenuation information required by this process is in the form of a 3D attenuation map, which describes the varying linear attenuation coefficient within the examined part of the body. If the studied part of the body has approximately homogeneous attenuation characteristics, as for example the abdomen or the brain, a uniform attenuation map can be used without too much loss of accuracy (Zaidi and Hasegawa 2003). In theory, it is however always an advantage to take the varying attenuation coefficient into account. Non-uniform attenuation maps are especially beneficial for the heart- and lung region where the attenuation coefficient varies due to the low density of the lungs and the high density of the spine (Tsui et al 1989, Ficaro et al 1996). It is however important to take the possibility of artifacts in the attenuation map into account and quality control of attenuation maps is essential for ensuring the accuracy of the corrected images (Celler et al 2005).

The most reliable method to determine non-uniform attenuation maps is by using transmission measurements with either a radionuclide or a CT scanner (Zaidi and Hasegawa 2003). There are however examples of methods that try to determine non-uniform attenuation maps from the emission data by using segmentation techniques (Wallis et al 1995, Pan et al 1997).

6.1.1 Transmission measurements with a radionuclide

Transmission measurements can be performed to give a direct measurement of the attenuation characteristics within the patient. The maps are acquired in a manner analogous to SPECT, with a rotating gamma camera and reconstruction to a 3D image volume. A blank scan, without the patient present, is also required. The relation between the pixel values in the acquired transmission images \( t(d) \) and the blank scan \( b(d) \) can be described as:

\[
t(d) = b(d) \exp(-\int L \mu(x) dx)
\]  

(17)

where \( L \) is the path from the source to the detector (Vandenberghe et al 2001) and \( \mu(x) \) is the spatially varying attenuation coefficient. A logarithmic operation gives the Radon transform \( r(d) \) of the attenuation map according to:

\[
r(d) = \ln \frac{b(d)}{t(d)}
\]  

(18)

The attenuation map can then be reconstructed using FBP or iterative techniques (Vandenberghe et al 2001).

The use of transmission measurements with radionuclides for non-uniform attenuation correction in SPECT started in the mid-1980s (Morozumi et al 1984, Malko et al 1986). The same radionuclide can be used for both the transmission measurement and emission...
measurement, but for practical reasons a long lived isotope is used in most cases (Zaidi and Hasegawa 2003). Examples of radionuclides used commercially for transmission measurements in SPECT are $^{241}$Am, $^{153}$Gd, $^{195}$Au, $^{57}$Co and $^{133}$Ba (Ogawa 2004). Because of the difference in emission and transmission photon energies, the measured attenuation coefficients must be scaled to match the emission radionuclide. The transmission measurement should preferably be performed in direct connection to the emission measurement and can be performed before, during or after the emission scan (Bailey 1998).

Different source geometries can be used for transmission measurements, and the collimation of the detector opposing the source must match the photon direction. Planar sources (Malko et al. 1986, Tsui et al. 1989), scanning line sources (Tan et al. 1993) or multiple collimated line sources (Larsson et al. 1993, Celler et al. 1998) can be used together with parallel-hole collimators. Planar sources have certain drawbacks (Bailey 1998). Significant cross-talk registrations from down-scatter from the emission photons to the transmission energy window will occur. Furthermore, the measured attenuation coefficients will be “effective” attenuation coefficients because of detection of scattered transmission photons. This effect can be reduced by collimation of the planar source (Tsui et al. 1989), and that will also reduce the dose to the patient. For the scanning line source, the gamma camera can be electronically windowed to only measure registrations in a region corresponding to the line in the image. This reduces the number of cross-talk registrations between the emission and transmission scans, and fewer scattered transmission photons are detected. A disadvantage with this system can be synchronisation problems with the mechanical motion and the electronic windows (King and Farncombe 2003). The multiple line source system by Celler et al. (1998) includes correction for cross-talks and they have reported a better agreement than 96% of measured and true attenuation coefficients. Geometries with other types of collimators are reviewed in the studies by Bailey (1998) and Zaidi and Hasegawa (2003).

The activity of the transmission source is limited, and relatively long measurement times are required for transmission images with a low noise level. The low noise level is important since the noise in the transmission scan otherwise will increase the noise level in the corrected emission data. To avoid long measurement times, segmentation can be performed where the noisy reconstructed transmission images are segmented into groups of pixels corresponding to different anatomical regions with uniform attenuation (Meikle et al. 1993, Takahashi et al. 2004). Takahashi et al. (2004) reported a speed up factor of 5 for measuring an attenuation map for myocardial SPECT by using this method. This technique requires however further investigation.

The problems with attenuation map artifacts have mainly concerned transmission systems with radionuclides. Problems with missing counts in the transmission images, down-scatter of emission photons in the transmission energy window and truncation of attenuation maps have for example been reported (Celler et al. 2005).
6.1.2 Transmission measurements with a CT scanner

CT images are based on attenuation of bremsstrahlung photons from an X-ray tube. The photon energies are therefore distributed in a spectrum with a considerably lower average energy compared with the photon energies for most radionuclides used for scintigraphic imaging. The CT scanner measures a number of attenuated profiles around the patient, which in most cases are reconstructed using FBP. The attenuation information is recalculated to a standard scale, Hounsfield numbers \( H \), by this equation (Curry, III et al 1990):

\[
H = 1000 \frac{\mu - \mu_w}{\mu_w} \tag{19}
\]

where \( \mu \) is the attenuation coefficient in the voxel of interest and \( \mu_w \) is the attenuation coefficient of water for the X-ray photons in average. To be used for attenuation correction in SPECT, the Hounsfield numbers must be calibrated to the attenuation coefficients of the SPECT radionuclide. This conversion is not uniquely defined since attenuation coefficients depend both on electron density and atomic number. A reasonably accurate approximation can however be achieved (Fleming 1989). For Hounsfield numbers below that of soft tissue, tissue can be assumed to be a mixture of soft tissue and air, and for higher Hounsfield numbers tissue is can be seen as a mixture of soft tissue and bone (Zaidi and Hasegawa 2003). This gives a straightforward calibration for the Hounsfield numbers below that of soft tissue since we have two fix points in the scale, air and water, where we know the Hounsfield numbers and their corresponding radionuclide attenuation coefficients. A linear relationship is usually assumed between these points. This linear relation can however not accurately describe the attenuation coefficients in bone for most radionuclides (LaCroix et al 1994) since photoelectric absorption is more important for the X-ray photons in comparison with the higher energy emission photons. The probability of attenuation in bone will therefore increase more for the X-ray-photons than for the emission photons due to the Z-dependence in Eq. 3. It is therefore advantageous to do a calibration for the Hounsfield numbers above that of soft tissue. An example of such a calibration can be seen in the study by Blankespoor et al (1995). They used a phantom with tissue equivalent materials with known chemical compositions. The resulting calibration curve is specific for each kVp setting on the CT scanner, and each setting requires its own calibration.

The CT image volume must then be registered to the SPECT image volume, which means geometrical operations, including scaling, to make the two image volumes to correspond. After registration, each voxel in the CT image volume should point to the same piece of anatomy as the voxel with corresponding coordinates in the SPECT image volume. A number of different registration methods have been developed. For example, fiducial markers on the patient can be used in both modalities, but registration can also be performed by using different anatomical landmarks or methods based on voxel intensities (Hutton 2002).
Modern SPECT/CT hybrid cameras have been developed, and for these systems registration is not problematic if the patient stays on the table in the same position for the two measurements. If images from a conventional CT scanner are used, registration is a challenge since the patient position can differ in all three dimensions, and the flexing and bending of different body parts can be different. In most cases the body is however approximated to be a rigid object, since this is the simplest technique (Sjögreen 2001). In this case the registration is performed using three parameters for translation and three parameters for rotation. For the brain, different registration procedures using this approximation have been shown to be quite successful, since the head is a relatively rigid part of the body (Zaidi and Hasegawa 2003).

CT image-based attenuation maps have a high spatial resolution and a low noise level compared with attenuation maps measured using transmission measurements with radionuclides. A dedicated CT scanner gives however a relatively high dose to the patient, and the use of CT measurements for attenuation correction purposes only can of course be questioned as a routine basis for diagnostic imaging. The X-ray tubes in some SPECT/CT hybrid cameras operate however on a lower dose-level compared with a dedicated CT scanner, and the acquired CT images are also used for other purposes than attenuation correction. When used for image fusion, they give the anatomical localisation of the functional information, and can therefore improve the diagnostics also in that way (Schillaci et al 2004).

6.1.3 Attenuation correction in this work
In the study described in Paper II, a method for attenuation and scatter correction of brain SPECT based on CT images of the same patient was developed and evaluated. The method is based on non-uniform attenuation maps, calculated from CT images, which are used by the iterative reconstruction program (OSEM). The CT images are acquired on dedicated CT scanners and the Hounsfield numbers are converted to linear attenuation coefficients for the photons emitted by the radionuclide. The CT images were acquired on a LightSpeed QX/i (General Electric, WI, USA) or a Somatom Plus 4 Power (Siemens, Germany) machine. The calibration for Hounsfield numbers above that of soft tissue was performed using a part of a fresh cow thigh-bone, from which the marrow had been removed. The bone density was determined and the average Hounsfield number was calculated for both CT scanners used in the study, for 120 kVp. An uncertainty in this case is of course a possible difference in bone composition between cows and humans. The calibration curve for the 140 keV photons emitted by $^{99m}$Tc is shown in Fig. 5.
The CT-based attenuation map has to be registered to the SPECT image volume. We were interested in a method based on fiducial markers since we wanted the method to work equally well for both rCBF studies and DAT studies. However, we wanted to be able to use previously acquired CT scans. The CT examination is often performed before the SPECT study in clinical practice at Norrlands University Hospital, and it is not known in advance if a patient will undergo both the CT and the SPECT examination. We therefore investigated a method where the fiducial markers only needed to be present during the SPECT study. Three positions that should be easily recognisable in the CT image volume without markers were chosen; the external part of the auditory meatuses and the lowest part of the root of the nose.

Five patients with a previously acquired CT scan were examined with $^{57}$Co markers on the three chosen places. The ability of 12 individuals from the staff to point out these landmarks on the CT images was then tested. For this procedure, a program was developed in Matlab (The Mathworks Inc., MA, USA) which took the distances between the radioactive markers into account, since these were known from the SPECT images. The individuals from the staff pointed out each landmark and the standard deviation for each location was calculated. The average standard deviation in each x,y and z coordinate was about 2 mm. A Monte Carlo simulation of the Zubal-phantom, with an activity distribution corresponding to an rCBF study, was performed and was reconstructed with attenuation maps that had been translated the corresponding 95% confidence interval in each direction. A reconstruction with a correctly positioned attenuation map was also performed, and compared with. The quantitative errors in different volumes of interest (VOIs) in the brain were estimated by using the program CBA (Thurfjell et al 1995) and in the lobe VOIs the maximum deviation was 6.3%.
In the studies described in Paper III and VI, attenuation correction was included but not a subject of investigation. The attenuation maps were calculated from the density maps used by the Monte Carlo program and were included in the OSEM reconstructions.

6.2 Scatter correction

Scatter correction of scintigraphic images usually means correction for detected Compton scattered photons. It is less important to correct for elastic scattering since this interaction process is much less likely to occur than Compton scattering, and since its scattering angles generally are smaller. Most of the detected scattered photons have scattered in the patient, but scattering from other parts of the detector system and its environment can also be detected. The amount of scattered registrations depends on the size, density and composition of the studied part of the patient, and the distribution of the radiopharmaceutical within that part of the body. Furthermore, it depends on photon energy, the energy resolution of the gamma camera and the size of the energy window used. A smaller window, perhaps also centred asymmetrically, reduces the number of scattered registrations at the expense of reduced sensitivity. Most of the detected scattered photons have scattered only once, but photons having scattered 2 or 3 times will also contribute to the number of scattered registrations (Zaidi and Koral 2004).

Detected scattered photons carry false information about their emission sites, since their place of detection in the crystal does not correspond to the projected place of emission. This is illustrated in Fig. 6, where a profile of the registrations from a small spherical source in a rectangular water phantom is shown. Scatter will therefore reduce image contrast, but artifacts can also be induced, for example in cardiac imaging (King et al 1996). These effects will reduce the quantitative accuracy. The effect of scatter in SPECT is demonstrated in Fig. 7 for the same water phantom as shown in Fig. 4. For the left image, both attenuation and scatter were allowed in the simulation, but for the right image only attenuation was allowed. Both images are corrected for attenuation, and for the left image an effective attenuation coefficient of 0.12 cm\(^{-1}\) was used, while the linear attenuation coefficient 0.154 cm\(^{-1}\) for the 140 keV photons was used for the right image. The attenuation correction was performed using a uniform attenuation map as input to the OSEM reconstruction. The reduction in contrast in the image including scatter can clearly be seen in the spheres without activity.

The attenuation correction method described above, which uses an effective attenuation coefficient to deal with the scattered registrations, is very common clinically. It prevents an overcompensation of attenuated photons. More advanced methods are however needed to correct for the reduction in contrast and possible artifacts, which is important for a quantitative evaluation (Zaidi and Koral 2004). A variety of scatter correction techniques have been developed and evaluated. Many methods are based on subtraction of scatter images. The scatter images can be for example be estimated from measurements in more than one energy window or from convolution with scatter functions. A more modern approach is to include scatter correction in the iterative
Fig. 6. Registrations from a small spherical source and a corresponding image profile, in log scale.

Fig. 7. Contrast reduction due to scatter. Scatter was allowed for the simulation of the left image, but not for the right image.
reconstruction, to include 3D information when modelling scatter. In this work, only a few of all methods developed for scatter correction will be discussed. A broader selection can be found in the reviews by Buvat et al (1994) and Zaidi and Koral (2004).

It should however be noted that all scatter correction methods are based on approximations, and severe approximations may introduce image artifacts. Furthermore, corrections based on subtraction of scatter images increase image noise, more or less, and methods included in iterative reconstructions can demand a lot of computing time. Many methods are not yet fully evaluated. These factors are probably the main reasons for the slow introduction of scatter correction into clinical practice. The author’s view is however that scatter correction is beneficial not only for a quantitative evaluation but also for visual interpretation of the images, and that this potentially very useful correction is not used to its full advantage today.

6.2.1 Energy window techniques
A variety of different energy window techniques for scatter correction exist but only the three most commonly used will be presented here. A classic example is the Compton window method (Jaszczak et al 1984) where images are acquired at the same time in the photopeak window and a Compton window. A fraction of the Compton window image is then subtracted from the photopeak image to give the corrected image. The assumption of identical spatial distribution of scatter in the two windows is however an approximation that doesn’t take the difference in scattering angles and multiple scattering into account. The method was originally developed for operating on the reconstructed images, but it can be used for the projection images as well (Mas et al 1989).

Another example is the dual photopeak window technique (King et al 1992). In this method the photopeak is divided into two non-overlapping windows, symmetrically located around the centre of the photopeak. More scattered registrations appear in the lower window compared with the upper window, and the total number or scattered registrations to subtract is calculated from a power function including the registrations in the lower window divided by the registrations in the upper window.

A popular method is the triple-energy window technique (TEW) introduced by Ogawa et al (1991). The method is illustrated in Fig. 8. TEW is based on two small subwindows adjacent to the photopeak window, one at each side of the photopeak. The scatter image to subtract, \( g(x,y)_{sc} \), is approximated by the triangular grey-shaded area in Fig. 8, which is calculated as:

\[
g(x,y)_{sc} = \left( \frac{g(x,y)_{left}}{W_s} + \frac{g(x,y)_{right}}{W_s} \right) \frac{W_p}{2}
\]

(20)

\( g(x,y)_{left} \) and \( g(x,y)_{right} \) are the number of counts in the left and right subwindows which have the width \( W_s \), and \( W_p \) is the width of the photopeak. If downscatter from higher
energy photons is not an issue for the studied radionuclide, $g(x,y)_\text{right}$ can be replaced with 0 since the number of registrations in that window usually is low (Ogawa et al 1993), and it has been shown that this improves the performance (Ljungberg et al 1994). The method is simple to implement, but it is known to increase the noise level in the corrected images because of the low number of registrations in the narrow subwindows (King et al 1997). This can be compensated for by low pass filtering of the subwindow images (King et al 1997), but excessive filtering will change the spatial distribution of the registrations to subtract because of smoothing.

![Fig. 8. TEW window setting.](image)

The three different energy window techniques described above have been compared with a method using scatter line-spread functions (Ljungberg et al 1994). It was concluded that all techniques improved image contrast, but none of them was significantly better than the others.

When using energy window techniques, the scatter correction can be performed in a fast and direct manner. Scatter from sources not within the field of view can be taken into account, in contrast to most other types of scatter corrections. The increased noise level, resulting from the subtracted noisy scatter estimate, must however be considered. Another disadvantage is that it is impossible to correct old archived images acquired without the extra window data. The capability of measuring in multiple energy windows is something that cannot be taken for granted on older equipment, and the Neurocam, used in the studies described in Paper II-IV, does for example not have this capability.
6.2.2 Convolution techniques

Scatter corrections based on convolution or deconvolution were introduced by Axelsson et al (1984) as a 1D method which was further developed to 2D by Msaki et al (1987). These methods take the spatial distribution of the scattered photons into account instead of the energy spectra. The methods operate on geometrically mean valued images to decrease the depth dependence. A scatter kernel describes the spatial distribution of the scattered photons, which in most cases, but not always (Narita et al 1996), is assumed to have monoexponential form. The exponential describing the fall-off of the scatter kernel is called “slope” in this work. Methods based on deconvolution use a one-step operation to calculate the scatter corrected image (Floyd et al 1985, Msaki et al 1987) whereas methods based on convolution can be seen as two-step operations (Axelsson et al 1984).

For the 2D two-step operation, convolution scatter subtraction (CSS), the geometric mean valued image of primary registrations \( g(x,y) \) can ideally be calculated as (Msaki et al 1993):

\[
g(x, y) = g_{obs}(x, y) - k_p (g(x, y) \otimes s)
\]

where \( g_{obs} \) is the observed, non-corrected geometrically mean valued projection image, \( k_p \) is the scatter-to-primary ratio and \( s \) is the stationary scatter kernel. In this equation the image of primary registrations appear on both sides, and an approximation is therefore used where the original image is convolved with the scatter kernel:

\[
g(x, y) = g_{obs}(x, y) - k_T (g_{obs}(x, y) \otimes s)
\]

\( k_T \) in this equation is the scatter-to-total ratio. The method is based on the approximation that both the scatter-to-total ratio and the slope of the scatter kernel are constant. For a uniform object such as a cylindrical water phantom with uniform activity, this approximation is not too serious, but the severity of the approximation will increase for more inhomogeneous source distributions and density variations (Msaki 1994).

The transmission dependent convolution subtraction (TDCS) method (Meikle et al 1994) was developed from CSS. Instead of using a global scatter fraction as for CSS, a scatter fraction is calculated for each pixel in the image to be corrected. In this way one of the stationary factors in CSS is removed. The scatter fractions can be calculated from transmission measurements but they can also be calculated from ray sums through an attenuation map obtained by some other method, for example from CT images. This scatter correction technique can therefore easily be implemented if a non-uniform attenuation correction is utilised. The corrected image is calculated as:

\[
g(x, y) = g_{obs}(x, y) - k_T(x, y)(g_{obs}(x, y) \otimes s)
\]

where \( k_T(x,y) \) is the matrix of scatter-to-total ratios. These can be calculated as (Meikle et al 1994):
\[ k_T(x, y) = \frac{C_b - C_n}{C_b} = 1 - \frac{1}{B(d)} = 1 - \frac{1}{A - \alpha(x, y)^{\beta/2}} \] (24)

\( C_b \) is the number of broad beam counts, \( C_n \) are the narrow beam counts, \( B(d) \) is the depth-dependent build-up factor, \( A \), \( \alpha \) and \( \beta \) are empirical constants (Meikle et al 1991) and \( t(x, y) \) is the matrix of narrow beam transmission factors. TDCS has been shown to give quantitative results with an accuracy better than 95% in the heart and lung region in a thorax phantom (Meikle et al 1994). Quantitative results that are more accurate than results obtained using the TEW scatter correction technique and with a higher signal to noise ratio have also been demonstrated for simulations and measurements of a chest phantom (Narita et al 1996). The primary source of weakness lies in the fact that it is a 2D method with a scatter kernel that is independent on object thickness and source distribution. The composition and shape of the object can however be taken into account to some degree because of the spatially varying scatter-to-total ratio.

6.2.3 Scatter correction in an iterative reconstruction procedure

When scatter correction is included in the iterative reconstruction procedure it is possible to take 3D information of the patient into account. The scattered photon can actually be mapped back to the point of origin of the primary photon, which leads to a lower noise level compared with subtraction of scatter images (Frey et al 1992). For MLEM and OSEM, the scatter estimation can be included in both the projection and back-projection step in Eq. 2. It has however been shown that it is possible to get accurate results if scatter only is included in the projection step and this saves computing time (Kamphuis et al 1998). Even more time-saving techniques have been investigated where scatter simply is added as an extra term in the projection step (King et al 1997, Hutton and Baccarne 1998).

The modelling of scatter in iterative reconstruction techniques can be performed with different degrees of complexity. A fast and relatively simple approach is described by Frey and Tsui (1993) where a slab-derived scatter estimation (SDSE) is used. The method was originally developed for 2D reconstructions but can easily be extended to 3D (Frey and Tsui 1993). Scatter line spread functions (SLSF) which describe the distribution of scatter from a line source were simulated at different distances from the collimator and at different depths in a rectangular water phantom. The results were parameterised and stored in tables. The scatter estimate can be adjusted to some degree for complex object shapes in this method. A disadvantage is that the technique cannot take a non-uniform attenuation map into account and is therefore not suitable in for example the heart and lung region.

This model has later been improved to a technique called ESSE, effective source scatter estimation (Frey and Tsui 1996). In this method the scatter component at a certain projection position is calculated as the attenuated profile of an effective scatter source. The method is rather complex. A 3D “effective source scatter kernel” and a 3D “relative scatter attenuation kernel” are combined to give three kernels which are filtered with the
activity distribution, in the frequency plane, in 3D. A linear combination of these filtered image volumes gives the image volume which is called the effective scatter source. The attenuated profile of this image volume gives the scatter estimate. The method can be included in both the projection and backprojection step, or in the projection step only. In the ESSE model both the effective source scatter kernel and the scatter attenuation kernel are invariant. The model can therefore not take the effect of the non-uniform attenuation into account when calculating the probability of reaching the last scatter point. It can however take the non-uniform attenuation into account between the last scatter point and the detector. The model is therefore expected to work less well for non-uniform objects and can have errors near the edge of the object (Frey and Tsui 1996). Nevertheless, the model has shown good correspondence to Monte Carlo simulations (Frey and Tsui 1996).

The maximum level of complexity for scatter corrections included in the iterative reconstruction, which should give the most accurate result, is the use of Monte Carlo simulations to compute the probability matrix. The technique is called inverse Monte Carlo and was first evaluated by Floyd et al (1986) for SPECT. They also included attenuation correction and CDR compensation in their 2D model. A complete 3D modelling procedure would however be much too time consuming to be practical in clinical work. Attempts have however been made to make the method more effective. Beekman et al (2002) have developed a technique based on Monte Carlo simulations, which is orders of magnitude faster than the original idea. The technique models scatter only in the projection step, uses fewer photon histories in early iterations, reuses photon tracks and uses an analytic detector modelling, all to reduce computing time. The reported reconstruction time for a 3D reconstruction is only 30 minutes on a 1.4 GHz computer.

6.2.4 Scatter correction in this work
The scatter correction method that is most focused upon in this work is TDCS, and it has been used with a monoexponential kernel. In the study described in Paper II, TDCS was used for scatter correction of 99mTc rCBF SPECT. The transmission factors in Eq. 24 are usually derived from transmission measurements, but in the study described in Paper II, CT-based attenuation maps were used for attenuation correction. We therefore calculated the transmission factors to be used for TDCS from ray sums through the CT-based attenuation maps. This technique should have better noise characteristics compared with the technique based on transmission measurements, since a projection through a CT-based attenuation map is almost free from noise, which is not the case for a transmission measurement with a radionuclide. A CT-based attenuation map has however a comparably high spatial resolution and multiplication by CT-derived transmission factors will therefore introduce a high frequency component to the scatter estimate. This is probably not of great importance since the CT-based attenuation map has been downsampled to match the SPECT matrix size, but it should perhaps be investigated further.
TDCS was evaluated and further developed in the studies described in Paper III and IV. In the study described in Paper III, optimal parameters for $^{99m}$Tc rCBF SPECT were determined by comparing four different geometries to derive scatter fractions as a function of attenuation path length. The attenuation path length is equal to $\mu T$ for these geometries, where $T$ is the phantom thickness, since $\mu$ is constant. The four geometries, which can be seen in Fig. 9, were (a) a point source centrally positioned in a rectangular water phantom, (b) a rectangular water phantom with a homogeneous activity distribution and (c-d) two geometries where a central slab of water with a homogeneous activity distribution is positioned between two water slabs without activity, resembling the tissues outside the brain. The thicknesses of these two slabs of water without activity were either 1.5 cm or 3.0 cm. Different thicknesses of these phantoms were simulated and $A$, $\alpha$ and $\beta$ in Eq. 24 were determined from $k_T$ as a function of $\mu T$ for each phantom.

Two simulations of the Zubal phantom with an activity distribution corresponding to an rCBF study were then performed, one allowing both attenuation and scatter, and one with attenuation only. The images including only attenuation can be seen as the ideal images and were reconstructed using attenuation correction. The images including scatter were scatter corrected using parameters for the four geometries, and for each geometry a range of different scatter kernel slopes were applied. The images were reconstructed using attenuation correction and compared with the reconstructed ideal image volume by means of the normalised mean square error (NMSE) (King et al 1986). NMSE quantifies the difference between the corrected images and the ideal images, and can be written as:

$$\text{NMSE} = \frac{\sum \sum \sum (C_{ijk} - D_{ijk})^2}{\sum \sum \sum C_{ijk}^2}$$

(25)

where $C$ is the number of counts in each pixel indexed by $ijk$ in the ideal image volume and $D$ is the corresponding number of counts in the corrected image volume.

NMSE was plotted as a function of scatter kernel slope for each geometry and the minima were determined. Normalisation to the same average value was performed when comparing the corrected images to the ideal images without scatter, since the method is intended to be used for relative quantification of rCBF images. The assumption was that the geometry used in the original TDCS study (Meikle et al 1994), the point source in water shown in Fig. 9 a, was a poor choice since it deviates too much from the activity distribution in rCBF SPECT, and the results showed that. The most optimal geometry was the homogeneous activity distribution. However, scatter fractions derived from this geometry underestimate scatter in the brain, and this method would probably not have been the best of the four tested without the normalisation of the images to the same average value for the NMSE calculation. For the other geometries, too much scatter was subtracted from the central part of the brain, and we believe that this is a result of the stationary scatter kernel used.
TDCS was also compared with CSS in this study, and it was found that the difference between the two methods was significant, but small. One can however assume that the benefits from using non-stationary scatter fractions are larger in more heterogeneous parts of the body, for example the heart and lung-region. When using CSS for patient examinations, one must also choose the constant scatter fraction which varies with head size, and that increases the uncertainties of this method.

In the study described in Paper IV, TDCS was modified to be able to be used iteratively. According to the original work about the TDCS technique (Meikle et al 1994), the equation can be applied iteratively, although the authors themselves only used one iteration. If TDCS is applied iteratively, the scatter kernel will be convolved with an already scatter corrected image in later iteration steps, which is theoretically appealing since it gives an equation more similar to Eq. 21. The TDCS equation for the iterative step \( n \) can be written as (Meikle et al 1994):

\[
g(x, y)_n = g_{\text{obs}}(x, y) - k_T(x, y)(g_{n-1}(x, y) \otimes s)
\]  

(26)
An iterative approach requires however a modification of the existing theory on how to calculate the scatter fractions. In the equation above the scatter fractions are based on the scatter-to-total ratio, but if several iterations are to be used, the scatter fractions should be based on the scatter-to-primary ratio after the first iteration. The reason is that after the first iteration, the images to be convolved with the scatter kernel consist essentially of primary photons. The scatter kernel has a unit area, and a multiplication of the convolved image by the scatter-to-primary ratio should then give the scatter estimate. The scatter-to-primary scatter fractions are calculated as:

\[
k_p = \frac{C_b - C_n}{C_n} = B(d) - 1 = A - \alpha(x, y)^{\beta/2} - 1
\]  

To prove this, we performed scatter corrections on a planar image of a point source in water. All images and statistics were from Monte Carlo simulations. The image was corrected using (i) one iteration with scatter fractions based on scatter-to-total ratio, and the next nine iterations based on the scatter-to-primary ratio, (ii) one iteration based on the scatter-to-total ratio and (iii) ten iterations based on the scatter-to-total ratio. The ratio of subtracted to original counts was calculated and compared with the scatter-to-total ratio of the simulation. It was found that (i) and (ii) gave similar results but (iii) clearly underestimated scatter.

In the study described in Paper VI, ESSE, TDCS and CSS were used and compared for activity distributions corresponding to an rCBF study and a DAT study for the radionuclide $^{123}$I, using Monte Carlo simulations. In $^{123}$I-imaging, both scatter and septal penetration registrations deteriorate image contrast, and the purpose of this study was to correct for both these effects. The study will therefore be discussed in a later section about corrections for septal penetration.

### 6.3 Compensation for collimator-detector response (CDR)

As has been mentioned, the poor spatial resolution in scintigraphic imaging is a problem for accurate quantification, especially for small objects. It is however possible to compensate for this to some degree if the spatial resolution as a function of the distance from the collimator is known (Pretorius et al 1998). In this text, implementation of CDR compensation in the iterative reconstruction is discussed. Other techniques, for example use of restoration filters, are referred to in the study by Tsui et al (1994b). In that study they showed that 3D methods are preferable to 2D methods and they demonstrated the highest resolution and lowest noise level when including CDR compensation in the iterative reconstruction. A disadvantage of this technique is the relatively long reconstruction times.

Implementations of CDR compensation in iterative techniques can be performed in different manners and have been studied by many groups (Floyd et al 1985, Tsui et al 1988, Zeng et al 1991, Zeng and Gullberg 1992, McCarthy and Miller 1991, Liang et al 1992). High quality reconstructions including CDR have been demonstrated for
example for brain SPECT (Beekman et al 2001) and for myocardial SPECT (Hutton and Lau 1998). Improvements in spatial resolution were quantified by Floyd et al (1988) for a 2D implementation of CDR compensation. They reconstructed images of line sources measured with a high sensitivity collimator, and compared the results to corresponding reconstructions using FBP. The highest difference was found in the centre of the field of view and a decrease in FWHM from about 19 mm to 8 mm was observed. Yokoi et al (2002) did a similar comparison for a 3D implementation of CDR compensation and reported an improvement in spatial resolution from about 15 mm to 8 mm in the centre of the field of view. Both groups also reported an almost isotropic off-centre resolution.

One way of performing 3D CDR compensation is simply to implement the distance dependent resolution into the probability matrix. In the projection step, the projection of a voxel in the activity distribution can be seen as an “inverse cone” originating in the projection bin, which describes the range of the detector response for a point in the projection data (Zeng et al 1991). The technique is illustrated in Fig. 10.

One way of performing 3D CDR compensation is simply to implement the distance dependent resolution into the probability matrix. In the projection step, the projection of a voxel in the activity distribution can be seen as an “inverse cone” originating in the projection bin, which describes the range of the detector response for a point in the projection data (Zeng et al 1991). The technique is illustrated in Fig. 10.

Another less time-consuming technique is to apply distance-dependent filters on the estimated activity distribution, in each iteration step (Zeng and Gullberg 1992). The filters are typically Gaussian in shape, and can be applied in both the spatial plane and the frequency plane. The reconstructed matrix is usually rotated and planes parallel to the projection bins are resampled, for each acquired angle. Each resampled plane of voxels parallel to the detector is then filtered with the filter corresponding to the resolution for the specific distance between the plane and the detector. This rotation technique can be implemented in a more efficient manner using the method of Gaussian diffusion (McCarthy and Miller 1991), which originally was developed for PET. This method is performed in the spatial plane and uses a small Gaussian kernel describing the small difference in resolution between each rotated plane. One starts convolving the plane furthest away from the detector and adds this convolved plane to the next, and this process is continued to the plane closest to the detector. The sum of convolved planes is then convolved with the filter describing the resolution of this plane, which requires a
larger filter kernel. In the backprojection step, the order of this process is reversed (King et al 2004). As for scatter, CDR compensation can however be implemented in the projection step only (Zeng and Gullberg 1992).

Compensation for CDR does not only affect the spatial resolution of the reconstructed images. The degradation model implies that more pixels in the projection images will affect the value of a pixel in the reconstructed slice, which will reduce the noise level in the reconstructed images. In theory, it should be possible to recreate the true activity distribution by using compensation for CDR and many iterations (Hutton et al 1997). In practice, however, the increase in noise with successive iterations sets the limit of the image quality that can be achieved.

In seems that the inclusion of CDR compensation could affect the choice of collimators to be used for SPECT. Traditionally, high resolution (HR) collimators have been recommended for SPECT (Mueller et al 1986, Madsen et al 1992). However, when using compensation for CDR, Lau et al (2001) demonstrated an increased contrast and recovery of the reconstructions for a general purpose (GP) collimator compared with a HR collimator for myocardial SPECT. Without CDR compensation the HR collimator gave the best results. Their results are interesting and further investigation is needed to see if the conclusions can be applied more generally in SPECT.

In Fig. 11, one slice from a reconstruction of a Monte Carlo simulated rCBF study with a noise level that is too low to be clinically realistic, is presented to demonstrate the effect of CDR compensation. The simulated photon energy was 159 keV and the simulated gamma camera was the GE Millennium MG (shown in Fig. 2 d) with LEGP collimators. According to simulations, the system has a spatial resolution of 9.7 mm at a distance of 10.0 cm from the collimator, and the simulated rotation radius was 14.0 cm. The images were simulated without scatter, and were corrected for attenuation. Fig. 11 a shows the true activity distribution in the simulated Zubal phantom for the particular slice, and Fig. 11 b shows one of the simulated 128 projection images to demonstrate the noise level in the projections. Fig. 11 c shows a reconstruction with OSEM using CDR compensation and Fig. 11 d shows the corresponding image reconstructed with FBP using a Hanning low-pass filter (cut-off frequency: 0.90 cm⁻¹) for pre-filtering. The differences in spatial resolution and contrast are apparent. As can be seen, this image also shows that high resolution can be achieved using GP collimators in SPECT, with CDR compensation. It should however be noted that clinical images suffer from a higher noise level than this example, and this impressive image quality is therefore not completely realistic for a clinical case.
6.3.1 CDR compensation in this work

CDR compensation was included in the iterative reconstructions in the study described in Paper VI. The purpose of this study was to compare three convolution-based techniques and one method implemented in the iterative reconstruction for correction of scatter and septal penetration of $^{123}$I brain SPECT. The brain SPECT images were simulated with uptakes corresponding to a DAT study and an rCBF study. Two OSEM programs had to be used for the reconstructions, denoted OSEM-1 and OSEM-2 in the study. The reason was that the method implemented in the iterative reconstruction is connected to OSEM-1 while OSEM-2 had to be used for the images corrected with the convolution-based techniques, since OSEM-2 can reconstruct geometrically mean valued images with attenuation correction. The two OSEM codes showed a clear difference in convergence rate which we had to take into account. Furthermore, the CDR compensations are implemented in different manners in the codes, but it seems that this does not imply any significant differences in image quality. In OSEM-1, a
rotation-based approach is used, and the resampled planes are filtered in the frequency plane with filters corresponding to the resolution for each distance between the planes and the detector. In OSEM-2, the distance dependence of the point spread function is implemented in the probability matrix.

As has been discussed, CDR usually describes the linear increase in the width of the point spread function with increased source-to-collimator distance and this linear model will hereafter be called “linear CDR”. However, this distance dependence cannot be assumed to be true for geometrically mean valued images. The geometrical mean value will reduce the depth dependence of the images, and an option to take this into account was not included in the CDR compensation in the OSEM codes. For simplicity, we therefore implemented a distance-independent correction in OSEM-2, which means that a constant resolution of the system was assumed. This model will hereafter be called “constant CDR”. A constant CDR is of course an approximation, but due to the superior characteristics of CDR compensation compared with other methods to reduce noise and improve resolution, it should be better than to not include the correction.

It was of course of interest that the differences between the images reconstructed with compensation for linear CDR and constant CDR should be as small as possible. The choice of constant resolution is not obvious and is likely to depend on activity distribution. We were therefore interested to compare images reconstructed with different resolutions for constant CDR, using OSEM-2, with the same images corrected with linear CDR, using OSEM-1. The comparison was performed for both the DAT and the rCBF simulation included in this study by using the ideal images simulated without the effect of scatter and septal penetration. These images were first reconstructed with linear CDR compensation using OSEM-1 with 8 iterations and 4 projections/subset. Then the geometrical mean values of opposing views of the ideal projection images were calculated and were reconstructed using constant CDR compensation with a range of different resolutions. Due to the difference in convergence rate between the two programs, the number of iterations was varied as well. Optimisation was performed by means of NMSE calculations (see Eq. 25) where the minimum NMSE value was determined. Since both the constant resolutions and the number of iterations were varied, this turned into a 2D optimisation. Attenuation correction was included in all reconstructions using a non-uniform attenuation map calculated from the density map of the brain phantom.

After optimisation it was found that a constant resolution of 10.3 mm for the rCBF images and 10.6 mm for the DAT images gave the most similar results compared with the images corrected with linear CDR. For the rCBF images, 24 iterations were required while the DAT images needed 22 iterations to reach approximately the same level of convergence as for 8 iterations with OSEM-1. The resulting images can be seen in Fig. 12 for both studies. A slight difference in resolution can be seen in the peripheral parts of the brain for the rCBF reconstructions, and that should also be expected since the optimal resolution turned out to be the resolution corresponding to a distance of only 2.5 cm from the centre of rotation. Besides from this slight discrepancy the reconstructions show good correspondence.
Fig. 12. Images reconstructed with constant CDR (a, b) and linear CDR (c, d).

### 6.4 Correction for septal penetration

Some radionuclides used for scintigraphic imaging emit photons of higher energy than the principal energy used for imaging, for example $^{123}$I, $^{131}$I and $^{67}$Ga. $^{123}$I has been used in the studies described in Paper V and VI, and this radionuclide emits high energy photons in less than 3% of the decays, as can be seen in Table I. These photons can however contribute to a significant part of the number of registrations, especially if a collimator optimised for low energies is used (Bolmsjö et al 1977). Such a collimator is effective for absorbing the 159 keV photons with unwanted directions, but it is much less effective of stopping the high energy photons. These photons can penetrate the collimator septa and become registered after scattering in the gamma camera, but they also have a higher probability of becoming registered after scattering in the lead in the collimator. Registrations from collimator scatter will however be included in the term septal penetration in this work. Like scatter, septal penetration registrations will degrade image contrast, and the quantitative accuracy. Artifacts due to septal penetration can also occur. One example is the case with rCBF measurements with N-isopropyl-p-$^{123}$I-amphetamine ($^{123}$I-IMP), where the lung uptake is high and septal penetration from lung activity will contribute to the brain images (Macey et al 1986). Septal penetration will
also make the sensitivity dependent on the distance between the source and the parallel-
hole collimator, which affects quantitative accuracy (Fleming et al. 1993).

Septal penetration will of course decrease if a collimator designed for higher energies,
with thicker septa, is used. This will however decrease the spatial resolution, since the
hole diameters must be increased to keep the sensitivity. The reduced spatial resolution
must then be weighed against the improvements in contrast, the reduced distance
dependence of the sensitivity and loss of possible artifacts. There are studies indicating
that the use of a medium energy (ME) collimator is preferable to a low energy (LE)
collimator for a quantitative evaluation of $^{123}$I SPECT (Macey et al. 1986, Verberne et al.
2005). No ME collimators are however available at the Nuclear Medicine department in
Umeå and the total number of examinations that perhaps would benefit from such
collimators is small. In Table III, a few parameters of interest are presented for the GP
collimators optimised for low energy (LEGP), medium energy (MEGP) and high energy
(HEGP) for the Millennium MG used in the study described in Paper VI. The data is
picked from a datasheet for the Millennium MG collimator specifications.

<table>
<thead>
<tr>
<th>Septal thickness (mm)</th>
<th>Hole diameter (mm)</th>
<th>Hole length (mm)</th>
<th>Energy (keV) at 5% penetration</th>
<th>Spatial resolution (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEGP 0.25</td>
<td>2.5</td>
<td>43</td>
<td>180</td>
<td>10.2</td>
</tr>
<tr>
<td>MEGP 1.2</td>
<td>3.0</td>
<td>42</td>
<td>311</td>
<td>12.7</td>
</tr>
<tr>
<td>HEGP 1.65</td>
<td>3.4</td>
<td>48</td>
<td>360</td>
<td>13.8</td>
</tr>
</tbody>
</table>

An acquired energy spectrum of a point source of $^{123}$I, free in air at a distance of 10 cm
from the centre of the Millennium MPR equipped with the LEGP collimator, can be
seen in Fig. 13. In this geometry, little of the contribution comes from scatter, and most
of the counts outside the photopeak result from septal penetration. It is clear that a
significant part of the number of registrations in a photopeak window is due to septal
penetration.

A number of correction methods for septal penetration have been used, and many
methods include this correction in the scatter correction. This may work well for energy
window-based correction techniques, but it might not be optimal for correction methods
based on modelling the spatial distribution of scatter.
6.4.1 Energy window techniques
Energy window-based correction methods have been used for correction of scatter and septal penetration in several studies. As has been mentioned, energy window techniques can take contribution from sources outside the field of view into account, which is an advantage. The dual energy window technique has for example been used for correction of $^{123}$I brain SPECT on baboons and was found to improve quantitative accuracy (Almeida et al 1999). The TEW method has been used and studied for correction of scatter and septal penetration for $^{131}$I and was found to give a reasonable correction (Dewaraja et al 2000). For $^{123}$I, Iida et al (1998) improved quantitative accuracy by using TEW for rCBF SPECT with $^{123}$I-IMP, but they also reported a clear increase in noise level. Inoue et al (2004) and Verberne et al (2005) used TEW for relative quantification of myocardial SPECT studies performed with $^{123}$I-meta-iodobenzylguanidine ($^{123}$I-MIBG). In both studies the image contrast was improved, but the use of TEW provided little extra information and the choice of collimator was concluded to be more important. Pollard et al (1996) evaluated five window-based techniques for $^{131}$I and compared them with a spectrum-fitting method which is based on fitting the observed energy spectrum to a function modelling scatter (including septal penetration) and the photopeak. It was found that all window-based methods performed better than to use no correction, but they concluded that the spectrum-fitting approach was the most promising technique.

It should be noted energy window techniques are not as effective for correction of septal penetration of photons with the principal energy used for imaging. Since these photons have the same energy as the geometrically collimated photons, it is not possible to discriminate these photons from one another in the energy spectrum (Dewaraja et al 2000).
6.4.2 Convolution techniques
Convolution and deconvolution have also been used to correct for septal penetration. Fleming et al (1993) used CSS for quantification of $^{131}$I SPECT which included a monoexponential or a biexponential kernel to model scatter and septal penetration combined. Fleming and Alaamer (1996) did a further investigation and compared the spatial spread of $^{131}$I registrations from a line source with corresponding measurements using $^{99m}$Tc and $^{123}$I. The comparison with $^{99m}$Tc clearly demonstrated that the spatial spread of registrations from septal penetration is wider compared with registrations from scatter. Deconvolution has for example been used by Shen et al (1994) and Sjögreen et al (2002). They used inverse filtering with a Wiener filter to correct for scatter and septal penetration in $^{90}$Y and $^{131}$I planar imaging, respectively.

TDCS has been modified to take septal penetration into account by a constant added to the matrix of scatter fractions, $k_0$ (Iida et al 1998). The following equation is then used for calculating the scatter fractions, for one TDCS iteration:

$$k(x, y) = 1 - \frac{1}{A - \alpha(x, y)^{\beta/2}} + k_0 \quad (28)$$

The same kernel is used to correct both for scatter and septal penetration, which is an approximation because of the difference in spatial distribution. When TDCS was compared with TEW for rCBF SPECT using $^{123}$I, no significant difference was found, except for the previously mentioned increased noise level for the TEW-corrected images (Iida et al 1998). The higher noise level reported for the TEW method is this study has however been questioned (Zaidi and Koral 2004).

6.4.3 Septal penetration in an iterative reconstruction procedure
Correction for septal penetration has also been implemented in the iterative reconstruction by including the penetration component in the CDR correction (Ljungberg et al 2002, He et al 2005). The method is based on a table of response functions including septal penetration, generated as a function of the distance from the collimator by using Monte Carlo simulations of point sources in air. The shape of each response function is dependent on the distance from the collimator, but it is spatially invariant for a certain distance. The response functions are normalised so that the total sum of each function equals the total to primary ratio for that specific distance.

The correction is implemented in the projection step in OSEM using the rotation-based approach described previously. For each projection angle, the estimated 3D activity distribution is resampled to planes parallel to the detector. Each plane is then filtered in the frequency plane, with the corresponding response function including septal penetration, for that distance.
6.4.4 Correction for septal penetration in this work

In the study described in Paper VI, correction for scatter and septal penetration was evaluated for brain SPECT using $^{123}$I-labelled compounds. The Monte Carlo program described in Paper V was used for simulation of the brain SPECT images. As has been mentioned, the purpose of this study was to compare three convolution-based techniques, which subtract scatter and septal penetration registrations from the projection images, with a method included in the iterative reconstruction. The convolution-based methods were CSS, TDCS as described in Eq. 28 and a modified TDCS version proposed by us. The method included in the iterative reconstruction uses ESSE to model scatter and CDR compensation including septal penetration, as described above. The corrections were evaluated for two brain SPECT activity distributions, one corresponding to a DAT study and one corresponding to an rCBF study. The Zubal phantom was used for simulations of these studies, and images including registrations from scatter and septal penetration were simulated together with ideal images without these registrations. rCBF studies are seldom performed with $^{123}$I labelled compounds today since $^{99m}$Tc-labelled compounds are less expensive and have favourable dosimetry. The previously mentioned $^{123}$I-IMP seems still to be in use, however. The reason for including the rCBF simulation in this study is that its activity distribution is more complex compared with the DAT study, and that should imply clearer differences between the correction methods.

The new TDCS version proposed in Paper VI uses a separate kernel to correct for the registrations from septal penetration. This is an attempt to improve the method described in Eq. 28 since that method uses the same kernel to model both scatter and septal penetration. This implies that the method has to be divided into two steps, one CSS step to correct for septal penetration, and one TDCS step to correct for the scattered registrations. The equation for the image corrected for septal penetration, $g_{sp}(x,y)$, will then be:

$$g_{sp}(x,y) = g_{obs}(x,y) - k_{sp} (g_{obs}(x,y) \otimes s_{sp})$$  \hspace{1cm} (29)

where $k_{sp}$ is the penetration-to-total ratio and $s_{sp}$ is a monoexponential kernel describing the septal penetration registrations. Eq. 23 and Eq. 24 were then used for scatter correction of $g_{sp}(x,y)$.

The optimisation of kernels and geometries to derive the scatter fractions were performed in a likewise manner as described in Paper III for all three 2D correction methods. The optimisation for the new TDCS version was however rather time-consuming since the scatter and penetration kernels had to be varied independently and a 2D kernel optimisation was required for each geometry to derive scatter fractions.

The comparison of the different correction methods was not straightforward since two different OSEM codes had to be used, OSEM-1 and OSEM-2, and the reason for this has been described in a previous section. The ESSE and CDR correction with the penetration component was connected to OSEM-1, while OSEM-2 had to be used for
reconstruction of the geometrically mean valued images, using the constant CDR compensation. It was however possible to obtain reconstructions with similar quality from these two codes with the different methods for CDR compensation, as can be seen in Fig. 12. Attenuation correction was included in all reconstructions using a non-uniform attenuation map calculated from the density map of the Zubal phantom.

The evaluations of the different correction methods were carried out by means of NMSE calculations (see Eq. 25) of all pixels within the brain. Two different comparisons were performed. All images corrected for scatter and septal penetration were compared with the ideal images reconstructed using linear CDR with OSEM-1. This calculation gives the overall error when comparing to the ideal image with the best image quality. The CSS- and TDCS-corrected images were also compared with a reconstruction of the geometrically mean valued ideal images with constant CDR compensation using OSEM-2. In this comparison the differences originating from the constant CDR correction are cancelled out and this comparison gives the errors from the limitations in the corrections. The contrast improvement for all corrections was also evaluated. For the DAT images the ratio of counts in the striatum structures compared with the rest of the brain was calculated, while the ratio of grey-to-white matter counts was calculated for the rCBF images.

The results in Paper VI show that the method included in the iterative reconstruction provides the most accurate results and that our new TDCS version gives better results compared with the other 2D methods. All methods in the study improve however the quantitative accuracy compared to when the corrections are not included. This study also shows that all corrections improve image contrast, to a great extent.
7 CORRECTIONS FOR PLANAR SCINTIGRAPHIC IMAGING

In contrast to SPECT, the whole patient can be examined when using planar scintigraphic imaging, by the whole-body scanning available on modern equipment. This can for example be an advantage for oncology purposes. The images reflect however a 2D projection of the 3D activity distribution and the activity in the different tissues will therefore be superimposed, as seen on the images. This is a complicating factor for both absolute and relative quantification. In absence of background activity and overlapping structures, the uncertainty in quantitative accuracy can be as low as 10% (King and Farncombe 2003).

Attenuation and contribution from background activity are two factors that need to be corrected for in planar scintigraphic imaging, for a reasonable accurate quantification. Scatter can also be compensated for, and correction for septal penetration may be needed for some radionuclides. Techniques for correction of scatter and septal penetration in SPECT have been presented and some of them are also applicable to planar imaging, for example techniques based on measurements in separate energy windows. Convolution techniques can be used for a conjugate view setting. Other techniques that can be used for scatter correction of planar images are presented in MIRD Pamphlet no. 16 (Siegel et al 1999). If scatter correction is not used, which is often the case, an experimentally determined effective attenuation coefficient should be used for attenuation correction since the loss of counts otherwise will be over-compensated.

7.1 Attenuation correction

For attenuation correction of planar scintigraphic images, it can be an advantage to use the conjugate view technique, that is to calculate the geometrical mean value of opposing views (Sorenson 1971, Thomas et al 1976). The calculation of geometrical mean values for attenuation correction has already been discussed in this work in the section about attenuation correction in SPECT. In most cases an anterior and posterior view of the patient is used for this purpose, but the technique is applicable for any image pair, separated 180°. The geometrical mean value will reduce the need for exact depth information of the source within the body, but scatter free images are required for complete removal of depth dependence (King and Farncombe 2003). The conjugate view technique is sometimes used clinically for cancelling the effect of attenuation when relative quantification is of interest, for example in gastric emptying (Ziessman et al 2004). The rest of this section will however deal with absolute quantification, since correction techniques seldom are applied for a relative quantification or visual interpretation of planar images.

Many analytical functions have been presented for absolute quantification based on the conjugate view technique, with different complexity of the source and attenuation geometry. One must however remember that they are more or less severe approximations of the complex geometry within the patient. Fleming (1979) developed an equation for attenuation correction for a rod of activity, where the rod and the
surrounding tissue have different attenuation coefficients. Other configurations that can be of interest are presented by Thomas et al (1976). One of these geometries is shown in Fig. 14. It is based on a single uniform source in a medium consisting of n regions with different attenuation coefficients (Thomas et al 1976, Siegel et al 1999). The activity in the source, $A_j$, can be calculated as:

$$A_j = \frac{R_A R_P}{\exp(-\mu_e T)} \frac{f_j}{C}$$

where $R_A$ and $R_P$ are the anterior and posterior count rate, respectively, and $C$ is the sensitivity. $\mu_e$ is the total weighted linear attenuation coefficient, which can be calculated as:

$$\mu_e = \frac{1}{T} \sum_{i=1}^{n} \mu_i t_i$$

and $f_j$ accounts for the attenuation and thickness of the source region:

$$f_j = \frac{(\mu_j t_j / 2)}{\sinh(\mu_j t_j / 2)}$$

**Fig. 14. Geometry for a single uniform source.**

It should be noted that the above equations assumes images free from scatter (Siegel et al 1999). It has been shown that accurate values of attenuation coefficients and patient
thicknesses are very important for the activity estimate, using the conjugate view technique (Norrgren et al 2003). It is therefore advantageous to use a 2D attenuation map for attenuation correction. 2D attenuation maps accounts for the factor \( \exp(-\mu_e T) \) in Eq. 30 and can be determined from transmission measurements (Graham and Neil 1974, Myers et al 1981, Delpon et al 2002), CT images (Liu et al 1996, Miller et al 1996, Skretting et al 1997) or both (Sjögreen et al 2002).

Transmission measurements in scintigraphic imaging have been discussed for SPECT, but can also be used for scintigraphic imaging with a stationary gamma camera. Geometries with a planar source (Graham and Neil 1974, Myers et al 1981) or a scanning line source (Delpon et al 2002) have been used together with parallel-hole collimators. In the 2D case the transmission factors, \( \exp(-\mu_e T) \), can be determined by a pixel-by-pixel division of a transmission measurement with the patient present and a corresponding measurement without the patient present. If the transmission and emission radionuclides are different, the transmission factors must be scaled to match the emission attenuation coefficients. The transmission factors can then be used for input in Eq. 30.

Attenuation maps determined from CT images have also been described previously. CT images give however information on attenuation in 3D, and this information have been used in different ways to correct for attenuation in the 2D planar scintigraphic images (Liu et al 1996, Miller et al 1996, Skretting et al 1997, Sjögreen et al 2002).

If only one scintigraphic image is measured, a simplified method assuming an effective point source can be used (Siegel et al 1999). The method assumes that the depth distribution of the activity is concentrated into a point source of equal activity at an effective depth within the patient (Jones and Brill 1975). This source depth is then used for attenuation correction. The depth can be determined from a lateral view of the patient (Siegel et al 1999) or perhaps from a 3D image volume acquired by another modality, for example CT or MRT images. This type of measurement can be better than a conjugate view approach if the source contrast is poor in one of the views, which for example can be the case for small superficial sources (Shen et al 1994). If we assume an anterior view, the activity \( A \) can be calculated from:

\[
A = \frac{R_A \exp(\mu_d d)}{C} \tag{33}
\]

where \( d \) is the effective source depth, and \( \mu_d \) is the weighted attenuation coefficient from the source in the anterior direction (Siegel et al 1999).

If the effective point source method is a too rough approximation, which can be the case for thick sources (Jones and Brill 1975), an integration over the source thickness must be performed, for attenuation correction.
7.2 Background correction

In most practical cases, over- and underlying activity will contribute to the counts in the ROI used for quantification. The background counts can for example originate from activity circulating in the blood or activity distributed in other tissues. A correction for this background is usually needed, in combination with attenuation correction, for an accurate quantification. Otherwise the calculated activity in the source will be overestimated. Background correction can be a complex issue, depending on the complexity of the activity distribution in different tissues in the body. A background ROI is typically used, where the geometry and uptake should be as close to the source ROI as possible, except for the source uptake to be quantified. This ROI can for example be placed close to the source ROI or contralateral on the patient. Straightforward subtraction of the counts of this background ROI would however lead to an underestimation of the source activity unless the volume of the source can be neglected. The reason is that the counts from the volume in the background ROI corresponding to the source should not be included in the subtraction (Kojima et al 1993). For a simple conjugate view geometry with a single uniform source, like in Fig. 14, and a homogeneous background activity outside of the source, a simple correction technique can be applied. Assume a background ROI of the same size beside the source ROI in Fig. 14, and that the count rate from the geometrical mean value of this ROI is $R_B$. The fraction of counts originating from the source can then be calculated as (Siegel et al 1999):

$$ F = \left( \left[ 1 - \frac{R_B}{R_A} (1 - \frac{t_j}{T}) \right] \frac{R_B}{R_p} \left( 1 - \frac{t_j}{T} \right) \right)^{1/2} $$

In Eq. 30, $(R_A R_p)^{1/2}$ should then be replaced by $F(R_A R_p)^{1/2}$ when calculating the source activity.

For a single view setting, a method by Kojima et al (1993) has been shown to be relatively accurate (Buijs et al 1998). In this case a background corrected value of the anterior countrate is calculated as:

$$ R_{corr} = R_A - R_B + R_{BC} $$

(35)

where $R_{BC}$ is the background count rate from the from the volume equivalent to the source. This term is calculated as (Kojima et al 1993):

$$ R_{BC} = R_B \exp(-\mu_d d) \frac{1 - \exp(-\mu_d t_j)}{1 - \exp(-\mu_d T)} $$

(36)

using the same notations as in Fig. 14.
7.3 Attenuation and background correction in this work

In the study described in Paper I, a method for estimating the activity in a tumour inoculated subcutaneously in the flank of a mouse, was developed. The setup of the equipment can be seen in Fig. 15, where a sleeping mouse is positioned on a holder connected to the pin-hole collimator. It should however be mentioned that the pin-hole collimator in this image does not belong to the Porta Camera used in this study, but another analogue camera which also has been used for mouse studies. A single view was acquired for each “whole-body” mouse examination, since a conjugate view setup was not an issue with the Porta Camera, which needs manual control of position. From the activity estimation the dose to the tumour could be calculated.

Fig. 15. Measurement geometry for mouse studies.

The geometry with the tumour on the side of the mouse is a special case, compared with the general equations presented. The tumour protrudes, and therefore a part of the tumour is covered only with skin, which contributes little to background activity. The other side of the tumour represses normal tissue, which contributes more to the background activity.

An equation for the photon escape probability from the tumour was determined for attenuation correction. It was calculated using Taylor series expansion, assuming that
the tumour was a spherical object. This probability was expressed as a function of tumour mass $m$ as:

$$N_{esc} \approx 1 - \frac{3}{4} \frac{\mu}{\rho 4\pi} \left(\frac{3m}{\rho 4\pi}\right)^{1/3} + \frac{2}{5} \frac{\mu}{\rho 4\pi} \left(\frac{3m}{\rho 4\pi}\right)^{2/3} \quad (37)$$

where $\mu$ is the attenuation coefficient in the tumour and $\rho$ is the corresponding density that was assumed to be 1.0 g/cm$^3$. The tumour mass was determined by volume measurements with a calliper.

A subtraction of the background counts in the tumour ROI was needed, and two different ROI setting techniques for background subtraction were evaluated. One of the methods was based on two rectangular ROIs, one over the tumour and one background ROI on the contralateral side. The background ROI was positioned at the same distance from the median line of the mouse as the tumour ROI. For the other ROI setting irregular ROIs were used, with a background ROI surrounding the tumour ROI. The tumour and background ROI settings can be seen in Fig. 16. A ROI covering the whole mouse was also set on all images.

![Fig. 16. Tumour and background ROI setting.](image)

A simple mass-dependent background correction was performed with the following equation:

$$C_{net} = C_T - C_B \left(\frac{M_B - M_T}{M_B}\right) \quad (38)$$
\( C_{\text{net}} \) are the net counts from the tumour, \( C_T \) are the counts in the tumour ROI, \( C_B \) are the counts in the background ROI (with the same area as the tumour ROI), \( M_T \) is the tumour mass and \( M_B \) is the mass of the normal tissue in the background ROI. The latter was calculated as the fraction of counts in the background ROI to the whole mouse ROI, times the mass of the mouse.

The activity in the tumour was finally calculated as:

\[
A_T = \frac{K C_{\text{net}}}{N_{\text{est}} t} \tag{39}
\]

where \( K \) is a geometry dependent constant, determined from calibrations, and \( t \) is measurement time. The calculated activities were compared with the tumour activities measured in vitro, and it was found that the contralateral ROI setting gave the best result. The (measured in vivo)/(measured in vitro) activity ratios were 1.04 for the contralateral ROI setting and 0.77 for the ROI setting with the larger background ROI. The corresponding standard deviations were 17% and 24%, respectively.
8 SUMMARY AND CONCLUSIONS

8.1 Paper I
A method was evaluated for estimating the activity of $^{125}$I in a tumour inoculated in the flank of a mouse, with a gamma camera equipped with a pin-hole collimator. Two different methods of background subtraction were compared, one with a contralateral ROI setting and one with a larger background ROI surrounding the tumour ROI. The method using the contralateral ROI-setting gave the most accurate results. The poor results of the other technique can be explained by scattered photons from the tumour in the background ROI and that this background ROI comes closer to the centre of the mouse where the activity is higher. The high standard deviations of the (measured in vivo)/(measured in vitro) activity ratios are likely to depend mostly on the measurement geometry with the pin-hole collimator. Exact position on the tumour in the reference point is essential since sensitivity is dependent on the distance from the pin-hole. Other uncertainties are the accuracy of the measurements in vitro, differences in tumour activity between the in vivo and in vitro measurements and uncertainties in tumour mass. The method can be useful for studies of radioimmunotargeting of tumours with labelled antibodies when determining the average value of tumour uptake in a group of mice.

8.2 Paper II
A method for attenuation and scatter correction of brain SPECT based on CT images was developed, where the CT images were used as bases for calculation of attenuation maps. The attenuation maps were used both for attenuation correction and for deriving scatter fractions for the TDCS scatter correction method. A method for registering of the CT and SPECT image volume using fiducial markers that only needed to be present during the SPECT study was investigated. The rationale for this is that the CT scan is usually performed before the SPECT scan in clinical practice at Norrlands University Hospital, and it is not known in advance if a patient will undergo both examinations. When pointing out the landmarks in the CT image volume, the distances between the markers, known from the SPECT images, were taken into account. With the current simple Matlab-based software, it was found that the uncertainty of the method is a little too high for the method to be used for individual quantification for rCBF studies. A more advanced user interface would probably improve the accuracy, however. The method should be most useful for examinations with radiopharmaceuticals with low uptake in the peripheral parts of the brain, for example DAT studies, since the errors due to mismatching were low in central structures. In these types of studies it is also difficult to find the head contour in the SPECT images, which makes the estimation of a uniform attenuation map difficult.

8.3 Paper III
In this study, TDCS was optimised for scatter correction of $^{99m}$Tc HMPAO rCBF SPECT. The most optimal of four geometries to derive scatter fractions as a function of attenuation path length, and the optimal scatter kernel, were determined. CSS is also
evaluated in this study, and in this case a constant scatter fraction corresponding to each geometry was tested for comparison. All corrected image volumes were compared with the ideal image volume simulated without scatter, by means of the NMSE of normalised images. The normalisation step was included since the images are intended for relative quantification. For TDCS it was found that the best of the four tested geometries was a slab of homogeneous activity distribution. However, this geometry underestimates scatter in the brain, and would probably not be optimal for a NMSE calculation without normalisation. For CSS the optimal scatter fraction was close to the scatter-to-total ratio for the phantom simulation. The optimal scatter kernel slope for CSS was steeper than the corresponding slope for TDCS, because of the curvature effect introduced when multiplying the convolved images by the matrix of scatter fractions used by TDCS. It was found that both TDCS and CSS provide superior accuracy when compared to when scatter correction is omitted. TDCS can however give better results than CSS if used with optimal parameters, and one can expect that the differences between the methods will increase for tissues with less homogeneous density distributions.

8.4 Paper IV
TDCS has been claimed to be an iterative technique. An iterative approach requires however a modification of the existing theory on how to calculate the scatter fractions. For one TDCS iteration, the matrix of scatter fractions is based on the scatter-to-total ratio. This should however not be the case for several iterations, since an already scatter corrected image consists mostly of primary photons. The matrix of scatter fractions should therefore be based on scatter-to-primary ratios, after the first iteration. To prove this, a point-source in a water phantom was simulated and the image was scatter corrected using TDCS based on iterative and non-iterative approaches. The ratios of subtracted to original counts were then compared with the scatter-to-total ratio known from the simulation, and it was found that scatter-to-primary ratios should be used for iterative TDCS after the first iteration. The iterative method is theoretically appealing but it is not certain if it will improve the scatter estimate in practical cases, and this requires further investigation. The iterative method is however significantly slower since the convolution step in TDCS has to be performed several times.

8.5 Paper V
A new version of the Monte Carlo program SIMIND is evaluated in this study. The new code can take collimator interactions in a hexagonal hole collimator into account, using the Delta-Scattering technique. Collimator interactions are important when studying radionuclides emitting high energy photons, such as $^{123}$I, $^{131}$I, and $^{67}$Ga, since septal penetration and collimator scattering are significant for these radionuclides. The evaluation was performed using a gamma camera with wide scatter free surroundings, equipped with either a LEGP or a LEHR collimator. For the evaluation, simulated and measured images and energy spectra of point sources and a striatal phantom were compared. A good correspondence was found. There are however some differences which for example can depend on differences between the collimator geometry specifications and the true geometry. Other minor differences resulting from inexact
matching of the Monte Carlo model and the gamma camera system are of course also present.

8.6 Paper VI

In this study four different correction methods for scatter and septal penetration are evaluated for $^{123}$I brain SPECT, using the Monte Carlo program described in the previous study. The corrections are CSS, two TDCS versions, one of them proposed by us, and a method where the corrections are included in the iterative reconstruction. The latter method uses ESSE to correct for scatter and CDR compensation including both geometric and penetration components. The new TDCS version separates the correction for scatter and septal penetration in one CSS step that corrects for septal penetration with a “penetration kernel” and one TDCS step to correct for scatter. The methods were evaluated for two types of studies, a DAT study and an rCBF study performed with $^{123}$I. To get an approximately equivalent image quality for all OSEM reconstructions, CDR compensation was included also for the images corrected using CSS and TDCS. These corrections operate on geometrically mean valued images, and a distance-independent CDR correction was therefore applied. The methods were evaluated in terms of quantitative accuracy and contrast improvement. It was found that all correction methods included in this study improve image contrast. For quantitative accuracy, this study shows that the method included in the iterative reconstruction provides the most accurate results and that our new TDCS version gives higher accuracy compared with the other 2D methods. It is clear that quantitative accuracy in brain SPECT benefits from separate modelling of scatter and septal penetration.
**9 FUTURE PERSPECTIVES**

The importance of using corrections for improving the quantitative accuracy of SPECT and planar scintigraphic imaging is well known. Absolute quantification of activity is important for therapeutic purposes, while relative quantification has more applications in diagnostics. Corrections are also beneficial for a visual interpretation of the images in many cases.

Attenuation correction has traditionally been performed with simplified models assuming uniform attenuation in the patient. This can however be a too rough approximation, especially for imaging of the heart and lung region. Commercial equipment with transmission sources have existed for a number of years, and with accurate quality control they can provide valuable information. In recent years SPECT/CT hybrid systems have been developed where the CT images can be used for calculation of attenuation maps, but they also provide accurate anatomical information for the functional data. These systems are likely to be more common in the future since the increased use of multimodality systems is a general trend in diagnostics. With increased use of non-uniform attenuation correction, the popularity of iterative reconstruction procedures like OSEM will probably increase and this can simplify the introduction of other corrections.

On modern gamma camera systems the capability of measuring in more than one energy window is wide-spread. This makes it possible to implement different window-based correction techniques for scatter and septal penetration. If a non-uniform attenuation map is used for attenuation correction, the TDCS method evaluated in this work can be an alternative. The implementation of scatter correction into clinical practice has however been rather slow so far, and a reason for this is probably the increased noise level when the scatter estimates are subtracted. A fast and accurate method that can be included in the iterative reconstruction is probably needed for scatter corrections to be more widely applied.

Compensation for CDR can improve spatial resolution and decrease the noise level when included in the iterative reconstruction. CDR compensations have been integrated in the reconstruction software of some manufacturers of gamma camera systems, and this technique is likely to be more common in the future. The increase in computing time when including all corrections in the iterative reconstruction must however be taken into account. With the filtered back projection technique, the reconstruction times have been very short, and the popularity of these techniques will depend on the acceptance of the clinicians to wait for the reconstructions. Changes in clinical routines and perhaps special reconstruction computers may be needed for the cases where image quality and/or accurate quantification are of high priority.
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