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Abstract

As the technology develops and robots are integrating into more and more facets of our lives, the fu-
ture of human-robot interaction may take form in all kinds of arrangements and configurations. In this
study, we examined the understandability of different conversational strategies in robot-robot commu-
nication from a human-bystander standpoint. Specifically, we examined the understandability of verbal
explanations constructed under Grice’s maxims of informativeness. A prediction task was employed to
test the understandability of the proposed strategy among other strategies. Furthermore, participants’
perception of the robots’ interaction was assessed with a range of ratings and rankings. The results
suggest that those robots using the proposed strategy and those using the other tested strategies were
understood and perceived similarly.

Keywords: human-robot interaction, understandability, conversational strategy, Grice’s maxims of infor-
mativeness

Sammanfattning

I takt med att teknologin utvecklas integreras robotar mer och mer i olika delar av v̊ara liv. Framti-
dens människo-robot interaktioner kan ta m̊anga olika former och konfigurationer. I den här studien
undersökte vi först̊aelsen för olika konversationsstrategier mellan robotar ur det mänskliga perspektivet.
Specifikt undersökte vi först̊aelsen av muntliga förklaringar konstruerade enligt Grices princip för infor-
mativitet. En uppgift för deltagarna i testet var att försöka förutsäga robotarnas agerande. Dessutom
utvärderades robotarnas interaktion genom att l̊ata deltagarna rangordna och betygsätta dem. Re-
sultatet tyder p̊a att de robotar som använder Grices princip och de som använder de andra testade
strategierna först̊as och uppfattas p̊a ett liknande sätt.

Nyckelord: människa-robot kommunikation, först̊aelse, konversationsstrategi, Grices princip för informa-
tivitet
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1 Introduction

1.1 Background

With the rise of technology, robots with more elaborate functions are being developed, such as Pepper
robots that provide nursing and rehabilitative care[11], and the Mako Rio that performs orthopedic
surgeries[2]. In the future, more and more occupations will inevitably be replaced by robots. It is
estimated that more than half of the occupations may be computerised[5]. And in that future, we may
not only be facing single human-robot interactions, but also more complex situations, such as a team
of robots interacting with each other around multiple humans. However, most of the previous human-
robot interaction studies concerned only the interaction between one robot and one human. Although
setups with multiple robots and humans may become more common in the future, studies with complex
configurations are still rare.

An important aspect about working with robots is understandability. As robots are becoming more
autonomous, the need for humans to understand robots’ intentions increases[6]. To ensure good interac-
tion quality, user experience, and safety, robots that work in close vicinity to people should be designed
so that humans can easily understand their intentions[7]. A study showed that a robot may cause anxiety
if it fails to self-disclose its actions or intentions that involve humans[2].

Studies about humans observing robot-robot interaction are rare but have been done before. In a
previous study of human-robot communication[7], participants were asked to observe a robot-robot con-
versation before interacting directly with the robots. Results showed that after observing a robot-robot
communication, participants exhibit responsive behavior when conversing with the robots, indicating
robots are better considered as natural targets for communication.

An effective collaboration between robots and humans requires human-friendly explanations in natural
language [9]. For an optimal human-robot communication, these utterances should be constructed with
a fitting conversational strategy. Grice’s maxims provide a good guideline for such purpose[8]. It stated
that to communicate effectively, one should be as informative as one possibly can, and give as much
information as needed, and no more - quantity, be truthful - quality, stay relevant - relation, as clear,
as brief, and as orderly as one can in what one says - manner [7]. However, verbal explanations can be
structured following various strategies.

1.2 Purpose

The purpose of the present study is to examine the understandability of verbal explanations given
by robots about their actions during robot-robot interactions from a human bystander standpoint. In
particular, this study evaluates Grice’s maxim of informativeness, against other conversational strategies.
Participants are asked to observe a team of robots collaborating to execute a plan while giving verbal
explanations. Three pre-recorded videos are shown to them. The verbal verbal-explanation script of
each video is constructed with a different conversational strategy. As predictability can be an indication
of understandability[4], a prediction task is used for the evaluation of understandability. For the purpose
of evaluating the general perception of the robot-robot interaction, items derived from the Godspeed
questionnaire[1] are included, along with rankings of likability and perceived understandability.

The setting for the current study is based on a previous experiment[10]. The setups in both studies are
similar, but in the previous study, informativeness of Grice’s maxim was tested with a memory task. In
the previous study, results showed that participants performed best when the robots’ verbal explanations
follow the principles of informativeness. However, the condition where the robots made random choices
on how to talk about their actions was preferred. The current study aims at strengthening these results
and examine the understandability construct with a different approach - a prediction task.

2 Method

2.1 Design

The current study was conducted through online questionnaires. The questionnaires contain three pre-
recorded videos of a team of Pepper robots performing a task and interacting with each other. Partic-
ipants were asked to watch all three videos and perform a prediction task on the first video that was
shown to them. A between-subject design is used to evaluate the performances of the prediction task.
The participants were also asked to rate the user perception of the videos after watching each video.
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After watching all of the videos, the participants ranked them in regard of their subjective likability and
understandability. Here within-subject comparisons are used to examine the user perception, likability
and understandability of the videos.

The study consists of three almost identical questionnaires. The difference among the questionnaires
is the sequence of the videos(see Table 1). The first videos in the questionnaires are different. Since the
participants were only asked to perform the prediction tasks during the first video, this way participants
could be assigned randomly to do the prediction task on different videos.

2.2 Participants

A total of 60 participants took part in the study. Of those 60 participants, 23 were male, 34 were female,
and 3 participants wished not to disclose their gender. The age of the participants ranged from 18 to
64, with an average age of 31. There were no exclusion criteria for this study, except that participants
had to be fluent in English, since the study was conducted in English. Participants were recruited via
social media. Participants were not reimbursed for their participation.

2.3 Materials and Instruments

2.3.1 Videos

Figure 1: The 3 Pepper robots and the collaboration task setup

The participants were shown 3 pre-recorded videos of 3 Pepper robots jointly executing a task -
moving a red object and a yellow object around on a 3x3 grid. The setup of the task is shown in figure
1 and figure 2. Robot A, B and C were positioned on each side of the board. On the board, there was a
3x3 grid, and the cells of the grid were numbered 1 to 9.

There were two objects placed on the board, one red object and one yellow object. The task of the
robots was to move the red object from cell 1 to cell 9. However, each robot can only reach a limited
number of cells. Therefore, the robots need to work together to reach the goal. Also, in order to move
the red object to cell 9, the yellow object needs to be moved out of the way. The action plan that the
robots follow is as follows: AR12; AR23; BY45; BR34; BR47; CR78; CR89. The first letter stands for
the robot which carries out the action (A, B, or C). The second letter stands for the object that is being
moved (yellow (Y), or red (R)), and the numbers for which cell the object is moved from and to. The
three videos are identical (i.e., the executed plan), except for the conversational strategies used by the
robots to explain their actions.

2.3.2 Conversational Strategies

As mentioned earlier, there are three videos, in which the robots use different conversational strategies
to explain their intentions. The strategies used in the videos here are the independent variables in this
experiment. In video 1, the robots followed Grice’s maxim of informativeness. As explained earlier,
according to this maxim, communication is optimal when one gives as much information as is needed,
but not more than that[3]. For example, when robot A moves the red object from cell 1, to cell 3, via cell
2, the robot would only communicate that he moved the object from cell 1 to cell 3. This strategy will
be further referred to as the optimal strategy. In video 2, the robots comment on each move individually.
For example, robot A in video 2 explains that it will move the red object from cell 1, to cell 2, and
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Figure 2: Diagram of the collaborating task setup

A = Robot A, B = Robot B, C = Robot C
R = The red object, Y = The yellow object

then from cell 2 to cell 3. This will be referred to as the single strategy, because every single move is
explained by the robots. In video 3, the robots randomly choose between one and four of the next actions
to perform and verbalize those. This will be referred to as the random strategy.

2.4 Procedure

2.4.1 Overview

The experiment was conducted with online questionnaires. The collected data was handled according to
the GDPR guidelines. Participants were able to remain anonymous, and responses could not be traced
back to any individual person. Participants were provided a link, which directed them to a web-page
where they could read general information regarding the experiment, and give their informed consent by
clicking ‘start’. Then they were redirected to one of the three questionnaires. In each questionnaire the

Table 1: The sequence of the videos in the different questionnaires

Questionnaire Sequence of the videos
1 Optimal Random Single
2 Random Single Optimal
3 Single Optimal Random

videos were shown in a different order. The first questionnaire showed video optimal, then random, and
lastly single. The second questionnaire showed the random first, then single, and optimal at last. The
third questionnaire showed single first, optimal second, and random third (see table 1). The questionnaire
started with a prediction task in the first video, followed by a rating at the end of the video. Participants
were then shown the other two videos, each video was also followed by a rating. Finally, participants
ranked all three conditions based on likeability and understandability.

2.4.2 Prediction task

Participants were asked to do a prediction task at a given point during the first video (depending on the
questionnaire they had received, the first video would be the video with the optimal, single, or random
strategy, respectively) in order to test whether they understood what the robots were doing. The videos
were stopped after robot B placed the red object in cell 7. Next, participants were asked what they
thought the next move would be. They were asked which robot would execute the next action, which
object would be moved, and to which cell the robot would move the object. The participants would
score 1 point for each correct answer. So, a total of 3 points could be earned for the prediction task.
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2.4.3 Rating

After completing the prediction task, participants were shown the second half of the first video. This
was followed by a rating of the video. After that, they were shown the other two videos. The other
two videos did not include a prediction task, and were shown without interruption. After each video,
participants were asked to rate the videos in order to evaluate their general perception of the interactions
between the robots. The ratings were done for all three of the videos by each participant.

The participants rated the interactions among the robots in the videos using attribute pairs derived
from the Godspeed questionnaire. The Godspeed questionnaire is used to assess one’s perception of a
robot (i.e. is a robot perceived as natural or fake). Participants rated the robots and their communication
on eight attribute pairs on a scale from 1-5. ‘1’ meaning that the video is perceived more as the attribute
to the left, and ‘5’ meaning that the video is more perceived as the attribute to the right. Table 2 shows
the attribute pairs.

Table 2: Attribute pairs derived from the Godspeed Questionnaire[1]

1 5
Fake Natural
Machine-like Human-like
Artificial Lifelike
Static Interactive
Inefficient Efficient
Unpleasant Pleasant
Incompetence Competence
Unintelligent Intelligent

2.4.4 Ranking

Lastly, after watching all the three videos and having rated all three of them, participants were asked
to rank the three videos in respect of understandability and likeability. Participants were first asked to
rank the videos from the one they felt that they understood the most to the video they felt that they
understood the least. After that, the participants were asked to rank the video from the one that they
liked the most to the one that they liked the least. Additionally, participants were also asked to comment
on why they ranked the videos in that particular order. However, giving comments was not mandatory.
The rankings were meant to assess the difference in perceived understandability and general perception
of the three videos.

3 Results

3.1 Overview

During the data analysis the differences between the conditions were investigated. First, the differences
in scores for the prediction task were compared in order to assess whether there were differences in
understandability. Additionally, the differences in the ratings and the rankings were assessed, for the
purpose of gaining insights into whether the robot behavior in the different videos was perceived differ-
ently. The ratings reflect how the videos were evaluated based on different attribute pairs derived from
the Godspeed questionnaire. The rankings showed which video was liked best, and which video was
perceived as most understandable. Finally, the correlations among different variables were investigated.

3.2 Prediction task

For the prediction task a one-way ANOVA was conducted. The analysis showed that there was no
statistically significant difference in the scores for the prediction task between the conditions (F (2, 57)
= 2.247, p = .115). The mean score for the prediction task in the random condition was slightly higher
than the mean score of the other two videos, although not significantly. Additionally, nobody in the
random condition scored 0 points for the prediction task. However, for the other two conditions there
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were several individuals that scored 0 points. The random condition was closely followed by the optimal
condition. Participants scored the lowest in the single condition. However, since the differences were
small, and not significant, it can be concluded there were no differences in understandability among the
three videos. A summary of the statistics for the prediction task can be found in table 3.

Table 3: Summary of the statistics of the prediction task

Conditions Mean Std. Min Max
Optimal 2 .973 0 3
Single 1.60 1.095 0 3
Random 2.25 .085 1 3

3.3 Ratings

Next, the differences in perception of the videos were examined based on their ratings. The only attribute
pair that had a significant difference was “inefficient – efficient” (χ2 = 19.78, df = 8, p = .11). The
single condition is perceived as more efficient than the optimal condition and the random condition. The
optimal condition was perceived as the least efficient. The ratings for the other seven attribute pairs
did not differ significantly between the videos, meaning that the participants perceived the conditions
similarly. That being the case, the optimal condition also received the lowest ratings for six other
attribute pairs. The optimal condition was perceived, although insignificantly, as more fake, machine-
like, artificial, static, unpleasant, and unintelligent, compared to the other two conditions. The single
condition received the highest ratings for three more attribute pairs, besides ‘inefficient and efficient’.
It was also viewed as most natural, human-like, and lifelike. The random condition was rated as most
interactive, pleasant, competent and intelligent. However, 5 out of 8 attribute pairs received ratings
lower than 3 for almost all of the conditions. A summary of all the ratings can be found in table 4.

Table 4: Summery of the prediction task results

Ratings Max Min Std. Chi Sig. Df
Video 1 2 3 1 2 3 1 2 3 1 2 3

Fake/Natural 2.65 2.95 2.88 5 5 5 1 1 1 1.16 1.23 1.14 6.81 .557 8
Machine-like/
Human-like 2.12 2.33 2.32 4 5 5 1 1 1 1.06 1.13 1.11 7.82 .451 8
Artificial/

Lifelike 2.23 2.52 2.38 5 5 5 1 1 1 1.03 1.07 1.11 3.72 .882 8
Static/

Interactive 2.62 2.83 2.85 5 5 5 1 1 1 1.25 1.18 1.19 6.68 .572 8
Inefficient/

Efficient 2.60 3.02 2.85 5 5 5 1 1 1 1.43 1.28 1.22 19.78 .011* 8
Unpleasant/

Pleasant 3.12 3.13 3.23 5 5 5 1 1 1 .98 .97 .98 3.73 .881 8
Incompetence/

Competence 3.50 3.47 3.52 5 5 5 1 1 1 1.02 1.07 1.02 3.63 .889 8
Unintelligent/

Intelligent 3.28 3.45 3.47 5 5 5 1 1 1 1.02 1.07 1.02 4.15 .843 8

3.4 Ranking

The perception of the videos also did not differ in the rankings of understandability (χ2 = 3.894, df =
4,p = .42) and likability (χ2 = 8.589, df = 4, p = .72). The single condition was on average ranked
insignificantly higher for understandability, closely followed by the optimal condition. One thing here
that is worth being pointed out is that the random condition had the best scores for the prediction task,
but was ranked last for perceived understandability. However, the random condition was ranked highest
for likability, followed by the single condition, and the optimal condition was ranked the lowest. Again,
the results are not statistically significant, which suggests that the videos appealed to the participants
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equally. Tables 5 and 6 give an overview of the statistics of the understandability and likeability rankings.

Table 5: Summary of the statistics of the ranking for understandability

Video Mean Std. Max Min
1 1.98 .792 1 3
2 1.80 .819 1 3
3 2.05 .811 1 3

Table 6: Summary of the statistics of the ranking for likability

Video Mean Std. Max Min
1 2.15 .840 1 3
2 1.92 .787 1 3
3 1.85 .732 1 3

3.5 Correlations

Lastly, a Spearman rank-order correlation analysis was conducted in order to examine whether there
were any correlations between the rankings, the predictions task, and the age of the participants. Only
the rankings for understandability and likability correlated significantly(χ2 = .54, p = .00), suggesting
that likability and the perceived understandability have a strong correlation. Besides that, there were
no significant correlations between the prediction task and the rankings for understandability ((χ2 =
-.17, p = .817), and likability (χ2 = -.25, p = .743). This suggests that understandability and perceived
understandability do not correlate. Furthermore, there were no significant relationships between age and
the predictions task (χ2 = -.33, p = .661), the rankings for understandability (χ2 = -.25/ p =.743), nor
likability (χ2 = 0, p = .998).

4 Discussion

The main purpose of this study was to examine the understandability of robot-robot communication
under Grice’s maxim of informativeness. People’s perception of robots explaining themselves in different
conversational strategies was also acquired. The former was done with a prediction task; the latter was
obtained through ratings on attribute pairs derived from The Godspeed Questionnaire and rankings of
likeability and understandability.

No significant differences in the performances on the prediction task among the three videos were
found. However, the mean score of the prediction task is slightly higher in the random condition than
the other two. In the random condition, robots’ verbal explanations of their actions are constructed
with a random strategy. One possible reason that participants performed a little better in the random
condition could be that a conversation consisting of different conversational strategies makes it easier for
observers to maintain concentrated on the dialog. Interestingly, the random condition also received the
most positive comments. This could implicate that a dialog that is more random is more appealing than
monotonous conversations that always follow the same strategy.

Most of the ratings of the users’ perception of the robots did not have significant differences, except
for the rating of efficiency, which was rated more efficient in the single condition than the other two
conditions. This result seems counter-intuitive, since in the single condition, the robots explained each
of their actions separately and individually. One possible explanation for this phenomenon is that the
nature of the single strategy can appear to be quite organized, which might be perceived as efficient.
However, overall, the ratings these videos received were on the lower side, implying that the interactions
of the robots in these videos were perceived as more robotic and artificial in general.

As for the rankings of understandability and likeability, no significant differences were found among
the conditions. There was, however, a positive correlation between the two rankings. A possible explana-
tion to this is that observers may like a video more if the video appeared to them as more understandable.
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Interestingly, the performance in the prediction task and the rankings of understandability did not cor-
relate. This suggests that how the participants perceived understandability does not indicate actual
understandability.

No supporting evidence was found in favor of Grice’s maxim of informativeness. Participants did
not perform differently on the prediction task, nor did they rate and rank the videos differently. One
possible explanation for this is that the content of the videos, except for the verbal explanations, were
basically identical. To some, these differences may not be so easily detected.

The current study has room for improvement and limitations to it. First of all, several participants
complained about the quality of the audio output. This could be improved quite easily, however, these
comments indicate that some of the responses may not reflect the reaction and perception they would
have had with better audio output, considering that some participants could not hear the robots clearly.
Second, this was a web-based study. Questionnaires were distributed via social media, and participants
were able to do the questionnaires wherever they had Internet access. There were no possible ways to
control or monitor the environment participants did the questionnaires in. Last but not least, there
might be a learning effect since in all three videos, the plans for both objects to be moved are the same.
Participants might have learned what would happen from videos that are shown earlier for later videos.
In other words, it would make videos that were shown later easier to understand. The last part was
addressed by alternating the orders of the videos in all three questionnaires.

5 Conclusion and Future Research

The current study aimed to evaluate the understandability and perception of different conversational
strategies in robot-robot interaction from a human bystander standpoint. We hypothesized that the
optimal strategy would be the most understandable. The optimal strategy followed Grice’s maxim
of informativeness, which states that one should give as much information as needed, but not more
than that[3]. However, performance in the prediction task did not favor any conversational strategy.
Participants’ perception of the robots did not differ among videos either. There were no significant
differences in ratings and rankings, implying that different strategies were perceived similarly.

For future research, we suggest that the environment these robots operate in be closer to the real-
life experiences of the human observers (e.g. a shopping mall information center, a ticket machine in
a train station, etc.), and the scenarios in each video could differ from each other, which would make
differentiation between them easier for observers.
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