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Abstract

District heating delivers more than 70% of the energy used for heating and domes-
tic hot water in Swedish buildings. To stay competitive, district heating needs to
reduce its losses and increase capabilities to utilise low grade heat. Finding faulty
substations is one way to allow reductions in supply temperatures in district heating
networks, which in turn can help reduce the losses. In this work three suggested
symptoms of faults: abnormal quantization, drifting and anomalous values, are in-
vestigated with the help of hourly meter data of: heat load, volume flow, supply
and return temperatures from district heating substations. To identify abnormal
quantization, a method is proposed based on Shannon’s entropy, where lower en-
tropy suggests higher risk of abnormal quantization. The majority of the substations
identified as having abnormal quantization with the proposed method has a meter
resolution lower than the majority of the substations in the investigated district
heating network. This lower resolution is likely responsible for identifying these
substation, suggesting the method is limited by the meter resolution of the available
data. To improve result from the method higher resolution and sampling frequency
is likely needed.

For identifying drift and anomalous values two methods are proposed, one for each
symptom. Both methods utilize a software for predicting hourly heat load, volume
flow, supply and return temperatures in individual district heating substations.

The method suggested for identifying drift uses the mean value of each predicted
and measured quantity during the investigated period. The mean of the prediction is
compared to the mean of the measured values and a large difference would suggest
risk of drift. However this method has not been evaluated due to difficulties in
finding a suitable validation method.

The proposed method for detecting anomalous values is based on finding anoma-
lous residuals when comparing the prediction from the prediction software to the
measured values. To find the anomalous residuals the method uses an anomaly
detection algorithm called IsolationForest. The method produces rankable lists in
which substations with risk of anomalies are ranked higher in the lists. Four different
lists where evaluated by an experts. For the two best preforming lists approximately
half of the top 15 substations where classified to contain anomalies by the expert
group. The proposed method for detecting anomalous values shows promising result
especially considering how easily the method could be added to a district heating
network. Future work will focus on reducing the number of false positives. Sug-
gestions for lowering the false positive rate include, alternations or checks on the
prediction models used.

Keywords: [District Heating, Substations, Fault detection, Anomaly detection]
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Introduction

District heating delivers 71% of all energy used in Sweden for space heating and
domestic hot water [1]. To stay competitive compared to other energy sources, im-
provements in the district heating system is needed. As an example the overall
distribution losses in Swedish district heating systems are today 13% [1]. A well
known way to reduce these losses is to lower the distribution temperature in dis-
trict heating networks. A lowered distribution temperature is also beneficial for
improved combined heat and power plants efficiency and upgraded possibilities to
utilize surplus heat or improve efficiency of low temperature solar heating system
[2]. By eliminating current faults in district heating system a reduction in tempera-
ture levels can be achieved [3]. Faults that can occur in district heating substation
are for example, stuck valves, drifting of sensors, excess noise in measurements and
constant readings(4].

Utilifeed is a company developing software for district heating companies. In
an effort to increase the features available for district heating companies Utilifeed
wants to give the district heating companies a tool to preform fault detection within
their platform. Utilifeed has a software predicting hourly heat load, volume flow,
supply and return temperatures for individual substations called EnergyPredict and
Utilifeed wants to investigate how EnergyPredict could be used for detecting faults
in substations. This thesis aims to find symptoms of faults in district heating sub-
stations primarily with the help of prediction from EnergyPredict and hourly meter
readings from substations.

1.1 Aim of this thesis

The aim of this thesis is to develop methods to detect symptoms of faults in dis-
trict heating substations. Measured data from substations will be used for this,
additionally the thesis also aim to utilize the predictions from the load prediction
software EnergyPredict in the detection methods. Three symptoms of faults is to be
considered: drifting of measured quantities, constant values of measured quantities
and anomalous values of quantities.

1.2 Previous work in this field

There is an abundance of work within the field of anomaly detection, Chandola et.al
[4] gives a good introduction to the field of anomaly detection. So does the two



1. Introduction

part review article series of Katipamula and Brambley [5] [6] which focuses on fault
detection and diagnostics and prognostics within the HVAC field.

There have also been a few articles in the literature regarding fault detection
in district heating substations but this sub field is less explored. Seem|7] shows
that methods for detecting abnormal energy usage in buildings is possible with
the help of intelligent data analysis and daily reading of the energy consumption.
The early work of Sandin et.al [8] gives a good introduction to fault detection in
district heating. It lists and explains basic methods for outlier detection and limit
checking. The report gives some examples of how abnormal quantization errors such
as stuck valves etc. can be detected with the concept of Shannon entropy. Méansson
et.al [9] show that by predicting a parameter using Gradient Boosting Regressor
on hourly meter data a machine learning prediction model could be used for fault
detection. De Nadai and van Someren [10] uses a short term forecasting model based
on a mixture of ARIMA and ANN to predict gas consumption in a building. The
model is trained using historical data. When the difference between the measured
and predicted value exceed a predefined threshold the data point is classified as
anomalous. During the progress of this thesis an interesting report by Farouq et.al
[11] was published in which a reference-group approach is used to detect outliers
in district heating substations. Where similarly behaving substations are grouped,
and outliers where defined based on if their behaviour changed from the substations
reference group.

Using predictions to find anomalies or faults is a common strategy within the
fields of fault and anomaly detection but to our best knowledge this is the first
study to, use a commercial software that predicts heat load, volume flow, supply
and return temperatures. This is also the first study to our knowledge that uses
more than one predicted quantity to detect anomalies.

1.3 Demarcation

This thesis does not consider data from the non heating periods of the year. Fur-
thermore, the considered data are only from multi-dwellings buildings, commercial
buildings, industrial demands, health and social service buildings and public admin-
istrations buildings. No single family homes where part of the data set.
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Theory

In this section all relevant information for understanding the methods used are
presented. There is also a general explanation of district heating and substations.

2.1 District heating, and district heating substa-
tions

This section provides a summary of District heating (DH) and common practices
in Sweden. A thorough explanation on the subject can be found in [12]. DH is
the technology of delivering heat from a central heat production plant and then
distribute that heat through some medium through a city, part of a city or a building
complex. District heating systems is said to have different generation, characterised
by some key aspects. The first generation DH networks used steam as the heat
carrier medium. These first generation DH system are still in use in some parts of
the world such as Manhattan, have a few drawbacks such as large heat losses and
unfortunately also safety concerns. Within systems of the the first generation of
DH there have unfortunately been a few cases steam explosions, some with fatal
outcome [13]. The second generation DH networks used pressurized water as heat
carrier, often of temperatures above 100 °C. These systems were the dominant type
of DH systems created from the 1930s to the 1970s [13]. The third generation is
sometimes referred to as "Scandinavian district heating technology", due to the fact
that many of the DH component manufacturers are Scandinavian based. For the
third generation temperatures are often below 100 °C however the heat carrying
medium is still pressurised water.

2.1.1 District heating substations

A district heating substation is the interface between the DH grid and the en-
ergy consumers. There are some major differences nationally how substations are
configured, this text will be focused on District heating substations (DHS) in a
Swedish context. There is a wide variety of different substation types and connec-
tion schemes, the choice of which scheme is chosen is often based on national or
local standards. A main distinction between directly connected and hydraulic sepa-
rated systems can be made. In a directly connected system the same water that is
heated at the heating plant is directly circulated in the consumers heating system
and sometimes even directly used as domestic hot water (DHW). For instance in
Denmark and Germany it is common to have a direct connection for the heating
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system but have a hydraulic separated system for DHW. The hydraulic separation
in a DHS is performed by heat exchangers. In Sweden it is most common to have
hydraulic separation of both the DHW and the heating system, the most common
connection type in Sweden is the parallel connection [14]. Even though there is a
large variety of different connections and connection types, most DHS can be di-
vided into three main sections: metering, the space heating system and the DHW
system. In addition to these sections there is also a controller which sends signals
to the actuator responsible for adjusting the valves in the DHS. An example of a
parallel connected DHS is found in fig(2.1), and in the following section a brief ex-
planation of a parallel connected DHS will be given. The DHW section in a parallel
connected DHS is composed of a heat exchanger, a control valve and an actuator
on the supply side of the heat exchanger controlling the flow of DH water passing
through the heat exchanger. In most larger buildings a circulation pump circulates
the DHW water on the secondary side. This is done so that the temperature in
the hot water pipes never drops below 50°C which prevents the growth of legionella
bacteria. A control valve on the secondary side controls the flow addition of cold
water to the system. The space heating system is quite similar to the DHW system
and has a valve controlling the flow of DH water through the heat exchanger on the
primary side, and on the secondary side there is a circulation pump responsible for
circulating the water through e.g. the radiators or floor heating. The controller, can
be of various complexity, but usually there are a few temperature sensors helping
with controlling the space heating, and an actuator controlling the control valve on
the primary side. Likewise there is a temperature sensor measuring the temperature
on the secondary side of the DHW system.

Metering Space heating system DHW system Dﬁ Actuator
a_q .............................. Controller
oC Dj Heat exchanger
% Temperature sensor
oC
—
/_\ | | | Flow meter
[}
. Y
1 oC I N Control valve
[}
°C
L}
1 GX XD"' 'DX @ Circulation pump
Integration . .
X °oC Thermostatic radiator valve
unit A
t t
I 1
I 1
- — — —
! 1
I 1
1 1 —N—Cold
I | I V water
h °C

Figure 2.1: A parallel connected substation, recreated from (Ménsson et al. 2019)

The metering in a DHS is primarily for billing purposes, since 2015 all meters
in Sweden should be hourly and have a communication interface, responsible for
sending the information of the measured data to the utility company [15]. The
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meter in an DHS is composed of four main components, two temperature sensors, a
flow meter, and a integration unit. The temperature sensors are usually resistance
temperature detectors, Pt1000 or Pt500 standards are the most common types [12]
and they measure the temperature of the supply and return water. Flow meters
comes in a large variety, the most common types in DHS are ultrasonic flow meters,
inductive flow meters and velocity flow meters [16] the flow meter measures the flow
of water through the primary side of the DHS. Three parameters are measured in
a DHS, supply temperature °C, return temperature °C and volume flow m?/s, they
are used to calculate the heat power, using eq(2.1).

Pheat = ATC,V p (2.1)

where V is volume flow in m®/s, p is the density of the fluid kg/m?, C, is the
specific heat capacity in J/(kg K) and AT is the temperature difference between
supply and return temperature ° C. The measurements from the sensors are sent to
the integration unit and by taking the integral of the above equations the integration
unit keep track of the cumulative heat use and flow that has passed through the
DHS. Different meters can have different resolution and sampling frequency. It is
common to have a resolution of 1 kWh for the heat use and a sampling frequency of
1 hour. For the flow and temperature sensors the accuracy varies more. If a DHS
has a resolution of 1 kWh and the use is lower than 1 kWh but more than zero
for an hour the reported energy will be zero until the cumulative use has exceeded
the 1 kWh resolution threshold. The flow meter works in a similar fashion. The
temperature sensors however most commonly reports the temperature reading at
the exact moment of the sampling.

2.2 Faults in district heating substations

There are several types of faults that can occur in district heating substations. This
section has a description of faults, and their influence on meter reading data. Faults
in DHS can according to Gadd and Werner[15] be divided into three categories,
these are component faults, construction faults, and operational faults. Since most
substations today are delivered prefabricated, there is probably a decreasing num-
ber of construction faults. Component faults are simply a component that breaks.
Unfortunately there is no publicly available up to date statistics of which fault that
are most common in DH systems, [17], [18], [3] and [8] gives examples of typical
faults in DHS, a summary of their findings is presented in the list below.

o Heat exchanger are subject to leakages, blockages.

» Valves can be over dimensioned, they can get stuck or start leaking
o Actuators shaft seizure, failure to open or close.

» Sensor can be subjected to bias, drift or poor location.

o Faults in the data transfer between meters and databases.

« Pipes can be clogged, leak or be subjected to faulty insulation.

o Energy meters can be misidentified in management system.

o High average return temperature.
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o Faulty control system.

Some of these faults will create an abrupt change in the measured data, typically
leakages and stuck valves, some will lead to abnormal quantization typically over-
sized valves [8], and some will lead to biased measurements or drift of measurements.
Mansson et al. [19] categorize faults that can appear in costumers installation into
five categories depending on where in the system they appear, in the: heat exchang-
ers, control system and controller, actuators, control valves, and internal heating
system of the customer. In the following subsections faults that can be categorized
in to the the categories: heat exchangers, control system and controller, actuators,
control valves are briefly being explained. Leaving faults in the internal heating sys-
tem of the customer out with a comment that fault in this category can be of a huge
variety of causes due to the often complex heating systems used in today’s building.
There is also a section briefly explaining possible errors in the meter reading process
and lastly there will be a section describing possible symptoms of faults that can be
detected with the help of meter readings.

2.2.1 Faults in heat exchanger

In the literature, common faults in the heat exchanger include, fouling, leakages and
faulty installation [18] [19]. Fouling may occur when the water in the district heating
system is hard, the fouling layer is then mostly composed of calcium. However other
types of fouling occurs [18]. Leakage is another problem that may arise in heat
exchangers especially in shell and tube exchangers [19]. There might also be some
heat exchangers that are installed wrongly, with co-current flow instead of counter
flow.

2.2.2 Control system and controller

The control system and the controller is responsible for managing the DHS and a
fault in the control system might have large consequences. Faults in this category
include faults in any of the temperature sensors, the controller or any connections
between the sensors, the actuators and the controller [19].

There are a few temperature sensors helping the control system, for example
sensors measuring the temperature in the building, the water on the secondary side
of the space heating system and on the secondary side of the DHW system. Any of
these sensors might suffer from drift causing the sensors to report higher or lower
values then they did before the fault occurred.Drifting is the concept of a meter
reading gradually increasing its meter error and is something all sensors experience
to some extent. The sensors might also be wrongly installed from the beginning or
completely lost it’s connection to the controller.

2.2.3 Actuators

The actuators are responsible of regulating the control valves such that the right
flow pass through the valves. When choosing actuators it is important that they are
suitable for their task. Things to consider are stroke time and driving force [20].If

7
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the driving force is to small, there might be a problem opening or closing the control
valve, as desired. And if the stroke time is to long, then the DHW system might
be unresponsive, however actuators controlling the space heating does not need to
have short stroke time [20]. Other faults in actuators includes connection problem
or complete failure of the actuator, both resulting in constant or nearly constant
flows through the heat exchanger controlled by the actuator.

2.2.4 Control valves

When sizing the control valves it’s important to not over or undersize the valve.
Oversizing will result in an inability to control small flows and a undersizing will
restrict the flow too much. A solution can be to use two valves in parallel [21].
Valves are as most components, subject to wear and tear e.g. due to corrosion,
erosion and water hammering they may start to leak or seize.

2.2.5 Errors in meter readings

Even if wrong measurements from the heat meter might be a problem for both
the consumer and the district heating utility resulting in over or under billing,
they are not a fault in the heat delivering system. These errors might include
wrongfully placed temperature sensors, drifting sensors or connection loss between
the integration unit and the sensors. Flow meter might also have been incorrectly
calibrated or blockage might cause constant or no flow readings. There might also
be a problem with connections between the integration unit and the utility company.

2.2.6 Symptoms of faults

The faults and errors described in previous sections can result in different symptoms
in the meter data. Sandin et al. [8] defines the following symptoms:

o Drifting of measured quantities
o Constant values of measured quantities
e Anomalous values of quantities

The detection of any of these symptoms might indicate that there is a fault in
the substation. Drifting is the concept of a meter reading gradually changing. This
is something that most sensors experience, at least to some extent. There is also a
possibility that changed user patterns or fouling on a heat exchanger can result in
drifting like symptoms. It is hard to distinguish between drifting and changed user
patterns or fouling. Sandin et al [8] suggests that, constant or nearly constant values
of a quantity might suggest that for example a valve is stuck, over or undersized
or that there is some problem with the actuator. Anomalous values of a quantity
can be a symptom of for example a meter error, a stuck valve that for some time
increases or reduces the volume flow significantly or an error in the control system.
It might also just be the result of an unusual hot or cold day.
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2.3 Decision trees

Decision trees are methods in statistical learning that can be used for both regression
and classification. For a thorough introduction to tree based methods for statistical
learning the readers are referred to [22] from which all information in this section
is taken, unless otherwise stated. A brief explanation of tree based methods for
regression will be given in this section. Decision trees are a segmentation of the
predictors to different simple regions. The rules that are used for segmenting the
predictor space can be described in tree like structure, hence the name. An example
of how a predictor space can look after it has been segmented into three region, by
two cuts is shown in fig(2.2).

Xy
e ]
iy

X,
Figure 2.2: An example of what a 2D predictor space can look like after two cuts

Building a decision tree constructs of two basic steps. Given a predictor space
X1, Xa, ...X,, the first step is to divide the predictor space into J non-overlapping and
distinct regions, denoted R, Rs, ..., R;. The second step is that for every observation
in R; we make the same prediction, which is usually the mean of all observation in
R;. The construction of the sub spaces Ri, Rs,..., R; can be performed in many
ways and take many forms, for simplicity we will only consider multidimensional
rectangles. Since the goal is to find a good prediction as possible one wants to
minimise the residual sum of squares RSS, given by

RSS =33 (yi—ir)* (2.2)

j=1i€R;
where g, is the mean response of all training observation in subspace R;. One
way to construct these regions would be to consider every possible combination
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for dividing the feature space into J regions. It would however be computational
infeasible. Instead a method known as recursive binary splitting is used, which is a
greedy top-down approach. Top down because it starts with one split and work it
way down, greedy because in each split it tries to minimize RSS. That is find j and
s such that it minimizes

RSS= > (wi—r)+ Y. Wi—ir) (2.3)
iz €R1(j,5) i:2;€ Ra(7,s)
where
Ri(j,s) = z|X; < s and Ry(j,s) = z|X; > s (2.4)

Repeat until J regions are available. A large tree with many nodes will fit the
training data better, in fact with a large enough tree, one can perfectly predict the
training data. However due to the variance bias trade-off, one usually builds a large
tree and use cost complexity pruning to prune back the tree and create sub trees,
details of how this is done can be found in [22], by applying cross-validation find the
best sub tree.

2.3.1 Using regression trees for predicting Substation be-
havior

By using: heat energy, volume flow, supply and return temperature as response,
weather parameters, calendar parameters as features or predictors a regression tree
can be grown for each response. By feeding new predictor into this regression tree
a model capable of predicting the behavior of a district heating substation can be
created and by aggregating the response from several grown trees, the result can
be more precise. Examples of weather parameters are, outdoor temperature and
precipitation, calendar parameters includes among others, what week day it is and
what time it is. This forms the basis of the prediction software EnergyPredict, used
in this thesis.

2.4 Anomaly detection

In this section a brief introduction to the theory of anomaly detection is presented.
Anomalies are patterns that deviate from what is considered normal behavior. The
method of finding such anomalies is referred to anomaly detection. Anomalies and
outliers are terms sometimes used interchangeable, hence the term outlier detection
is also used for the same process. Other terms used are discordant observations,
exceptions, aberrations [4]. It is worth noting that the presence of anomalies does
not automatically mean there is an error or fault present nor, does the absence of
anomalies indicates that the system is working as intended.
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2.4.1 Different types of anomalies

In this section three types of anomalies are presented as in [4] and it’s extended
version [23].

e Point Anomalies: This is where one single data point is behaving abnormal.
Usual examples are one data point that is much greater or smaller than most
of the data points in the data set.

o Contextual Anomalies: Anomalies that due to their context can be de-
scribed as anomalous are called contextual anomalies and are defined by the
following two properties, contextual and behavioural. Contextual properties
are properties that describe the context or neighborhood of the data point.
In time series the time is the contextual property that describe the neigh-
bouring data points. In spatial data that property might be longitude and
latitude. Behavioral properties are for example the temperature in a data set
that describes temperature around a city. Basically a contextual anomaly is a
data point that based on only its behavioural property is not abnormal, but
in the given context it can be considered as an anomaly. If you record the
temperatures for a year, a sudden spike in temperature in the winter might be
a contextual anomaly even if that spike temperature is not abnormal based on
all recorded temperatures. It’s abnormal because it occurred during a winter
month.

o Collective Anomalies: Are a group of data points that based on individual
data points is not necessarily anomalous by themselves but as a group they are
anomalous. A requirement for collective anomalies are that there is some re-
lationship between the data points, e.g. sequential or spatial. Since this thesis
includes time series data only, the only form of collective anomalies encoun-
tered will be sequential anomalies, henceforth the term sequential anomalies
will be used.

2.4.2 The basics of anomaly detection

An anomaly is at its core a deviation from what is normal. A basic method of
anomaly detection is therefor defining what is normal and everything outside the
region decided to be normal is then considered as an anomaly, however this simple
method comes with several great challenges. Such as defining what is normal, the
line between what is abnormal and normal is often fuzzy. The normal behavior of a
process might also keep changing over time, e.g. user patterns for a credit card might
change as the user earns more. Also what is normal and anomalous changes from
field of application, hence migrating a method developed for one field to another is
often hard. Noisy data can in some instances be quite similar to actual anomalies,
and hence be hard to distinguish [23].

There are several ways to categorize and group anomaly detection methods pre-
sented in the literature. Chandola et al. [4] stated that most of anomaly detection
techniques can be categorized into one of the following main technique groups: clas-
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sification based, nearest neighbor based, clustering based, statistical techniques or
into techniques that sprung from information theory and spectral theory. Another
given way of categorize different anomaly detection methods are by the type of data
used in the training period. Different anomaly detection techniques can train in
three different ways: unsupervised, supervised and semi-supervised depending on
the type of data that are available during the training of the anomaly detection
model. There are two types of data, labeled and unlabeled. Labeled data is data
that are classified as anomalous or normal, for example by use of a fault log or
experts domain knowledge. Unlabeled data is data that does not have this kind of
labeling. Generally labeled data is harder to obtain than unlabeled data. Unsu-
pervised anomaly detection uses unlabeled data in its training period. Supervised
anomaly detection instead uses labeled data in the training period. Lastly semi-
supervised anomaly detection are methods that only uses one type of data in the
training period, for example only normal behaving data points[23]. A third way
of grouping different methods or algorithms is by how they approach the problem.
Emmott et al. [24] which have given a benchmark of eighth algorithms, define four
approaches to which they group the tested algorithms: density-based approaches,
model-based approaches, nearest neighbors-based approaches, projection-based ap-
proaches a short explanation of these approaches will be given below.

Density-based approaches are a straightforward approach where one defines a
probability distribution for the data points, and the more unlikely the data point is
in the given density the more likely it is an outlier. Gaussian Mixture Models is one
density-based method.

Model based approaches builds on the assumption that if the majority of the data
points are normal, it is possible to construct a model for the data and from that
model construct a decision boundary. The One-Class SVM algorithm is one model
based approach.

Nearest neighbors-based approaches or distance-based approaches, uses the infor-
mation from the surrounding neighbors to calculate an anomaly score. Local outlier
Factor algorithm is one of the most well known algorithms in this class.

Lastly projection-based approaches are presented, here Emmott et al. [24] grouped
two quite different methods, IsolationForest and Lightweight Online Detector Of
Anomalies (LODA). IsolationForest builds on the principle that a data point that
can easily be isolated by random axis parallel splits are anomalous, the fewer splits
the more anomalous. LODA on the other hand works by creating several weak
anomaly detectors from several random projections of the data. By computing the
density estimation histogram for every projection and by taking the mean negative
log-likelihood for each histogram, LODA produces a outlier score.

2.4.3 IsolationForrest

When introduced in 2008 IsolationForest was a whole new way of approaching outlier
detection[25]. Instead of formulating what is normal it isolates anomalies. To do so
it uses the key attributes of anomalies, that they are few and that they are different
from normal data points. IsolationForest works by creating a chosen number of so
called IsolationTrees for each data set, and by finding the average path lengths it
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takes to isolate a data points and ranking shorter path lengths as more anomalous.
IsolationTrees are true binary trees and are generated as follows. Given that 7" are
nodes in the tree and X = Xj,...X,, is the data. Randomly choose an attribute
and a split value p and then perform the test ¢ < p where ¢ is the attributes value,
dividing the data points into 7; and 7,. Continue until one of the three conditions
are met: the tree reaches a predefined height limit, there is only one data point left
in the data set |X| = 1 or all data in X have the same values. Here height means
longest path in the tree. After several trees are grown the average path length of all
trees are calculated. In isolation forest path length h(x) is defined as the number
of edges there is from the root of the tree to the node in question. The path length
is useful when comparing data points in the same data set but since the maximum
height of an isolation tree grows proportional with n and the average height grows
with logn, it is hard to normalize the path length to give an anomaly score for
comparing different data sets. However by borrowing their analysis from Binary
Searching trees the authors of IsolationForest define the average of h(x) as

c¢n)=2H(n—1)— (2(n—1)/n) (2.5)

where H (7) is the harmonic number and can be estiamted by log, (i)+0.5772156649.

To normalize h(z) the authors used ¢(n). Given that E(h(z)) is defined as the av-
erage of several isolation trees an anomaly score can be defined as

—2E(h(x)

s(x,n) =27 <m (2.6)

IsolationForest has a linear time complexity and has low memory requirements
[25].

2.5 Feature extraction for anomaly detection

An inherent property of time series data is its relation to other data points in the
data set. This property makes it possible to extract, features that might be used in
detecting anomalies. Here two features are explained, of which on is trivial.

o Variance of sub-sequence. A time series that has a larger than normal
variance in a sub sequence might indicate that there is something unusual
going on in that sub-sequence. In measured data it might indicate a process
that is not in control. In predicted data a large variance might indicate that
the prediction is wrong. Variance for a sub sequence given the time series X

X=xt=1,.,n (2.7)

where t is the time index and n the total number of observation in the series.
A consecutive sub-sequence, of window size w < n z, can be given as

Zp - Xp, ~-~Xp+w—1 (28)
for 1 < p <n—w+ 1, the variance of a sub-sequence is then given by
% (2.9
z = 2i— 2 .
w—17H
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« Raw data. The other feature is the trivial raw data which might be useful
for detecting global anomalies or extreme values.

Apart from the two above features, residual, between a predicted and an observed
value, can be used in identifying anomalies. Residuals are defined in as

where y; is the observed value and g; is the prediction.

2.6 Shannon entropy

Shannon entropy is within information theory a way to measure the amount of
uncertainty contained in variable [26]. If a variable has n possible outcomes, and
P(X;) is the probability of outcome i then the entropy H(X) is given by,

H(z)= —ip(xi) log, P(x;) (2.11)

i=1

where common choices for b are 2, e, 10. A simple coin toss example gives a good

intuition of entropy. Assume a fair coin is tossed. The probability for head or tail
is 0.5 for both, this gives the entropy.

H(z) = —(0.510g,(0.5) 4 0.510g,(0.5) = 1.0 (2.12)

and for a coin with two heads, the entropy will become 0 since the log(1) = 0.
The higher the entropy the more uncertainty there is in a variable.
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Methods

In this chapter a description of the proposed method is outlined. The chapter starts
with an general description of the methods proposed for finding symptoms of faults
after which each process is described in more detail. From studying the literature in
the subject, three symptoms of faults have been identified. These are as mentioned
in section 2.2.6: drifting, abnormal quantization and anomalous values. The project
was therefore divided into three main blocks aimed towards finding each of the men-
tioned symptom. Two of the proposed methods, those suggested for drift detection
and anomaly detection, are based on comparing the difference between predictions
made by EnergyPredict and the measured data from the observed substation. The
proposed method for identifying abnormal quantization only uses measured data.
In fig(3.1) an outline of the work done in this thesis can be found with the three
main blocks displayed. In the following sections the data used is first presented,
then the proposed method for abnormal quantization detection is presented. Later
in the chapter the suggested method for drift detection is presented after which the
suggested method for anomaly detection followed by the method of validation are
presented.

Y
Ancmaly detection / \\ Drift detectior Cuartizstion detection

Figure 3.1: A flowchart of this thesis showing the basics of the three main blocks.
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3.1 Used data set

For this investigation a data set composed of data from 672 substations from a
district heating network in southern Sweden was used. The 672 substations where
composed of Multi-dwellings buildings, commercial buildings, Industrial demands,
Health and social service buildings and Public administrations buildings. However
no single family homes where investigated.

The prediction model obtained from the prediction software EnergyPredict was
trained on 355 days from the beginning of January to the end of the year, and
the predicted period was 79 succeeding days from first of January. Fig(3.2) shows
an overview of how the predictions were created for each substation. This data
was composed of hourly predictions of heat energy, volume flow, supply and return
temperatures, for each individual DHS in the data set here after this data will be
referred to as the predictions. For the same period hourly measured data of heat
energy, volume flow, supply and return temperatures was obtained from the meters
in the DHS’s. This data will hereafter be referred to as the measured data. As
mentioned earlier both the prediction and the measured data are hourly, giving
approximately 1 896 observations for each of the 672 substations in the data set.
All observations (hours) that lacked any of the predicted or observed variables in
an observation were removed totally from the data set, that is both prediction and
measured data are completely removed for that observation, giving a slightly smaller
data set. There was a choice made to only considering the heating season, were space
heating is in use. This choice was made due to the fact that in the change between
heating and non heating period, fluctuations in energy use can be quite significant
from one day to an other.

Weather observation
79 days

¥

Historic meter da
355 days

Prediction

EnergyPredict -

'

Calendar data

79 days

Figure 3.2: A overview of how EnergyPredict created the predictions used in each
substation.

3.2 Detecting abnormal quantization

The method in this sections is based on a method presented by Sandin et al. [27].
The idea is that substations with over/undersized valves or poorly working actua-
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tors might have a reduced Shanon’s entropy in their measured data. By eq(2.11) the
Shannon entropy can be calculated for each quantity, were the possible outcomes
n is equal to all the values the quantities has taken during the period. And the
probability P(x;) is based on the times each value is observed during the consid-
ered period. Substations with low entropies should be investigated. The features
considered are heat energy and volume flow, the choice to only consider these two
features are based on the fact that a stuck, over/undersized valve or faulty actuator
will mainly affect heat energy and volume flow.

It was observed that substations with low entropy’s for heat energy and volume
flow are usually substations with low flow and energy use in general. Which is
naturally, for example substations with many recorded zeros, will natural report
lower entropy’s. A proposed method is therefore to set two thresholds a and b.
Such that if a substations is in the a percent of substations with the lowest entropy,
but not b percent with the lowest variance, one would flag for further investigation.
The reasoning behind this is that, if one only ranked on entropy substations with
lots of recorded zeros or with generally low flow or measured heat energy will be
favoured. Setting a constraint so that one only consider substation with the lowest
a percent of the substations ranked on entropy and the highest b percent in variance
will overcome this problem. The thresholds suggested are a=5% and b=80%.

3.3 Drift detection

The proposed method for drift detection is quite basic. Given a prediction model
trained on historical data, if one compares the mean of the prediction with the
measured data, the difference should be relatively small. If not, this could be a
sign that something has happened to the substation such as fouling in the heat
exchanger, drift in any of the sensors or a change in the user patterns.

The method proposed is implemented by simply giving a score 1-5 based on the
the absolute value of the relative error |0x| between the mean of the measured and
predicted variable. The thresholds used are given below.

|0z < 0.1 gives score 1
« 0.1 <|éx| < 0.2 gives score 2
e 0.2 < |0x]| < 0.4 gives score 3
e 0.4 <|dz| < 0.6 gives score 4
|0x| > 0.6 gives score 5

3.4 Detecting anomalies

In this section and the following subsection a proposed method for detecting se-
quence and point anomalies is being presented. The idea is that by observing the
residuals between a good prediction, here provided by EnergyPredict, and measured
values one can identify abnormal residual.

Instead of observing where residuals are above or below a given threshold, which
might be hard to define for all substations, the idea is to observe where the residuals
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are abnormal. The reasoning behind this is that a prediction that does have some
accuracy issues, for example a prediction that has a mean shift compared to the
measured data could still be used to identify abnormal data points, an example of
a mean shift can be seen in fig(3.3). Where by observing the residuals between the
prediction and the measured data, the used method can identify a period around
4th of March which seems anomalous. Even though there seems to be a slight shift

between measured values and the predictions from the beginning of the showed
period .

Prediction
T 4 —— Measured

s

_ Ih'f\-'-.h i | |‘|| N ‘
o4l "‘". Vil !1 | |‘tl J»l 3

Heat Energy [kWh]

Feb 18 Feb 25 Mar 4 Mar 11
2018

Time

Figure 3.3: By identifying abnormal residuals rather than using a threshold on the
residuals a prediction that is not perfect can still be used for identifying anomalies

The method for identifying sequential and point anomalies are similar and will
here be presented together. Where they differ it will be stated by the use of the
terms sequential anomalies and point anomalies, otherwise when the term anomalies
are used we mean both sequential and point anomalies. The outline for this method
is, cleaning the prediction models from now on noted as prediction cleaning, find
most anomalous data points/sequential data points in each substation from now on
noted as anomaly detection, compare results between substation and rank according
to largest errors from now on noted as ranking. The outline for this method can be
observed in fig(3.4), as observed in the flowchart the procedure for handling point
and sequential anomalies only differ in the way that for point anomalies there is no
aggregation of data points .
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‘L Finding anomalous 'I
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Figure 3.4: A flow chart describing the outline of the proposed anomaly detection
method, the procedure are quite similar for both handling point and sequential
anomalies.

The absolutely first step in the proposed method is to remove any non complete
data entries from the data set. As an example if there is a missing observation
of volume flow for a particular hour for the specific data set, all observations and
predictions for that substation is removed.

3.4.1 Remove suspicious data points in the prediction

The prediction method that Utilifeed uses to model the relation between measured
data in the substation and external predictors is a tree based method. The use case
intended when designed was primary prediction, and not fault detection. In the data
set used in this study, oddities in the form of a zigzag fashion appear in the prediction
data for some substations, see example fig(3.5). These zigzag patterns and sudden
drops and spikes in the graph, could be an indication of that the tree based method
has found correlations between oddities in the metering data and predictors used for
training the model. It is likely that improving the cleaning process for the metering
data used in training the prediction model and/or redefining the set of predictors
would eliminate this problem. Such measures are being worked on but they are out
of the scope for this master thesis project. The proposed way to reduce the effects
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of these oddities in this project is therefore to simply remove the data points where
these oddities appear and interpolate between the two non removed closest data
points. The motivation behind this strategy is that we want as few false positives as
possible and are therefore prepared to sacrifice some data points that are removed
incorrectly to lower the risk of many false positives.
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Figure 3.5: An example of unwanted behavior in the prediction model, Here blue
dots represent prediction model, red dots are the linear interpolation, and black dots
are the dots we have removed and replaced with linear interpolation.

The process of removing abnormal data points starts with a feature extraction.
These features are then used in IsolationForest to identify the most abnormal data
points. The prediction data points that are flagged as abnormal are removed and
a interpolation is performed on the removed data points. The decision to use an
anomaly detection algorithm to identify anomalous prediction data points rather
than using global thresholds, was made because of the vast variations of substations
and data patterns in the observed data set.

3.4.1.1 Feature extraction for prediction cleaning

The features extracted are variances of overlapping segments. Window size is chosen
to be n = 6 data points and the step size is chosen to be m = 3. The algorithm
for defining variance of segment is to be found in algorithm(1) in appendix A. The
choices of n and m are arbitrary, but after trails they seemed reasonable, however
no formal investigation of the best choice of n and m where done due to the lack of
labeled data.

It should be noted that a large increase in a quantity also gives a large variance.
However the argument can be made that interpolating those data points, have likely
little effect since when interpolating a large increase or decrease in a variable the
change from the original data is not relatively large, for the most part fig(3.6) shows
an example of this.

3.4.1.2 Finding abnormally high variances of segments and interpolate

The next step is to find segments with abnormally high variances. To do this the
decision was made to look at three of the four variables: heat energy, volume flow,
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Figure 3.6: Linear interpolation where abnormally high variance of segment might

as in this case interpolate between data points when a large increas in a variable is
detected

supply and return temperature, simultaneously. The variables chosen are the ones
with the highest Kurtosis. The choice of not using all quantities is based on the
fact that heat energy is a linear combination of the other variables so adding that
will not increase the information, rather would the curse of dimensionality make
it harder for IsolationForest. The choice of using the quantity with the highest
Kurtosis is based on a statement from the original paper of IsolationForest [25].
Saying that "Kurtosis is sensitive to the presence of anomalies and hence it is a good
attribute selector for anomaly detection" [25]. After the three variables were chosen
an implementation of IsolationForest from the Python library scikit-learn was used
to perform the outlier detection on the three series of variance of segment (VOS)
[28]. All parameters in IsolationForest where chosen to their default value, except
the threshold of 0.6 in the anomaly score which is slightly more conservative than the
default threshold, the anomaly score is calculated with in IsolationForest with the use
of eq(2.6) and eq(2.5). The threshold was determined to be a reasonable threshold
after observing a few substations at different threshold. However no formal hyper
parameter study was performed due to the lack of labeled data. IsolationForest
returns a list of indexes for where the variance of segment is abnormally high, based
on the threshold of the anomaly score chosen. These data points where removed
and a linear interpolation between neighbouring data points where performed.

3.4.2 Finding anomalous residual

The main idea behind the proposed method is to find the residuals that are anoma-
lous, and these are found using IsolationForest. The residuals are found for a series
as described in eq(2.10) were i are indexes of the series and ¢; is the predicted value
and y; is the observed value. The residuals for the four quantities heat energy,
volume flow, supply and return temperatures where calculated.

For identifying the anomalous residuals, scikit-learns implementations of Isola-
tionForest were once again used, the thresholds and settings chosen were the same
as in the prediction cleaning process, with the same motivation. This time only two
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features where used. Heat energy is as mentioned before a linear combination of the
three other quantities measured, meaning using all four would not give any more
information. After the trials with three parameters the choice was made that two
features should be used. The two features used were residuals of volume flow and
heat energy, with the motivation that a total energy increase/decrease would be able
to be detected with the residuals of the heat energy, and a change in the tempera-
ture difference between supply and return will result in a change in the residuals of
volume flow.

3.4.3 Finding anomalous sequences

To find the most abnormal sequences the approach is similar. The sequences are
extracted in form of a jumping window with overlap, much like the one in algo-
rithm(1), here window size n = 12 was chosen and a step size jump of m = n/2 was
chosen. In the windows an aggregation of the data in each window is done by taking
the mean of the features in each window. This gives a time series of aggregated
data points. IsolationForest is then applied on the two aggregate series of residuals
of heat energy and residuals of volume flow and flags the most abnormal aggregated
data points. IsolationForest uses the same settings as used previously. The reason
for using overlapping windows is that else non overlapping window might cut a se-
quence anomaly in half, making it less anomalous when aggregated and therefore
not detectable. The choice of using a step size of half the window size and not less
was made because the more windows there are the more similar they get to each
other, making detecting outliers harder. The choice of a correct window size is im-
portant and a too large window might miss shorter anomalous sequences, but a too
small will be heavily influenced by any point anomalies in the window. The choice
of n = 12 was made after several trails, however due to lack of labeled data, a hyper
parameter study was not performed.

3.4.4 Ranking

The overall goal of the developed tool is to identify substations that are faulty or
have experienced faults. However since IsolationForest flags the most anomalous
data points, a substations with really small residuals everywhere will get flags on
data points that are likely perfectly normal, so called false positives. In fig(3.7) we
can see a substations that has a precise prediction for both volume and energy over
the whole plotted period, despite this IsolationForest has flagged the red dots in the
graph as anomalous.
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Figure 3.7: A substation for which the prediction is accurate, but where Isolation-
Forest still finds anomalous data points (red).

Since IsolationForest is applied to the residuals for each substation it might iden-
tify anomalous residuals in substations even if there is nothing that indicates that
a fault or an error has occurred there. To overcome this problem a solution is to
rank the substation in a list where greater risk of anomalous data points would rank
higher. Two methods for ranking are presented below and each of these can be
introduced to either point or sequence anomalies and both can be applied to each
variable used in IsolationForest.

The first ranking is based on the sum of the n largest residuals flagged as anoma-
lous by IsolationForest, normalized by the average value of the measured quantity
during the observed period. The idea is that for every substation find the Ranking
value RV,ygnorm as described by the equation below

n
RVavgNorm = ﬂ (31)
X

Where max; Z is the i'" largest residual flagged by IsolationForest as anoma-
lous quantity in question. X is the average of the quantity X. By arranging the
RV,pgNorm number for each substation in the investigated data set the theory is
that substations with larger risk of faults or errors will rank higher in the list. In
a similar manner a RV, .snorm can be given for each substation in a network, where

the RV, esnorm 1S defined as below.
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© o max; Z
> [yl

Where max; Z is defines as previously mentioned, and }_ |y| is the sum of all of
the absolute values of the residuals.

As mentioned this ranking can be applied to either aggregated sequences or point
anomalies and also to different quantities. In this thesis four rankings are evaluated,
all with n = 5 and all applied on the heat energy variable the rankings are the
following:

RViesnorm = (32)

A. Ranking based on RV, ¢snorm evaluated for aggregated sequence for the quan-
tity heat Energy

B. Ranking based on RV,.snorm €valuated for point anomalies for the quantity
heat Energy

C. Ranking based on RV,,gnorm evaluated for aggregated sequence for the quan-
tity heat Energy

D. Ranking based on RV,ygnorm evaluated for point anomalies for the quantity
heat Energy

3.5 Validation

Within the field of fault and anomaly detection, there is often a lack of labeled
data. This leads to problems when evaluating anomaly and fault detection methods.
Some different strategies for overcoming this problem is presented in the literature.
A common way to test anomaly detection algorithm is to test them on data sets
specifically created for anomaly training and testing anomaly detection algorithms.
However since many anomaly detection algorithms are specifically developed for
certain processes and use cases, these standard data sets might not be usable. An
other approach is to artificially induce errors in data sets. This requires that one
knows that the data set which is being induced by the artificial errors is a data
set without any anomalies, otherwise there is no way to evaluate the result. A
third way is to use domain experts and let them evaluate the method. In the
following sections the validation process for the three different anomaly detection
methods, drift detection, abnormal quantization detection and anomaly detection
are presented.

3.5.1 Validating abnormal quantization detection method

The method for evaluating the quantization detection method is quite straight for-
ward. Two quantities are evaluated volume flow and heat energy. If the method
flagged a substation as in risk of abnormal quantization an investigation of that
substation was performed by observing the graphs of the corresponding quantity.
There after a classification on whether the substation might suffer from an abnormal
quantization was done. As mentioned before no labeled data was available, so the
investigation was made by the author and might be biased.
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3.5.2 Validating drift detection

The problem with detecting drift is that one need a label to tell if a detected change
is actually a drift. The proposed method to detect drift only compares the mean
of the prediction for one period with the observed value for that period. There are
many reasons why these might be different. To let an expert group detect drift is
almost impossible, an increase or decrease in energy use over a long period might
just be an mild change in the weather. Inducing artificial drift is not possible due to
the nature of the proposed method, this will be further elaborated in the discussion.

3.5.3 Anomaly detection

Since the anomaly detection method proposed is specific to detection anomalies
in district heating substations and no data set with anomaly labels are available
there is no labels to compare our findings to. Since the method is applied on the
whole set of 672 substations and results in a ranked list, a method using artificially
induced errors would require a lot of manual work to identify a large number of well
performing substations to which artificially error could be induced. The method of
using artificially induced errors also suffers from a bias problem. There is a risk that
the faults introduced are faults that method have easier to detect, and that one miss
inducing faults that the method has more difficulties to detect.

For the above mentioned reasons the decision to use an expert group to evaluate
the anomaly detection methods proposed in this thesis where made. The expert
group were presented with the 15 highest ranking substations for each of the four
rankings explained in the previous section. Overlapping between the four rank-
ings made the total high ranking substation evaluated to 30 unique substations.
A reference group for comparison, was formed by 20 unique substations. These 20
substations were chosen among the 70% lowest ranking substations for each ranking,
that is 5 from each evaluated ranking.

The expert group were given a set of questions for each of the 50 evaluated substa-
tions. For each substation evaluated, the expert group got a graph of the heat energy
and volume flow consumption reported for each hour during the examined period.
For each substation the expert group where asked two multiple choice questions.

Question 1: Given your experience or possibly a fault log, does this substation
during the given period experience anomalies in the data? With anomaly we here
mean either a physical error or a meter error.

1. The data shows significant anomalies that is most likely caused by a fault
(or a planned major interference in the system). If I would get alerted on this
deviation we would send out a technician or inform the customers immediately.

2. Anomalies are observed that could be caused by a fault or a meter error but
I'm not certain, and/or the consequence are small. I would like to get informed
and keep the substation under observation and check it /inform the owner when
there is a good opportunity.

3. There are minor oddities in the data but they are likely not caused by faults
or meter errors. If I would get alerted on this deviation no action would be
taken. Might still be good to keep a log in case the situation changes.
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3. Methods

4. No anomalies can be observed, everything seems to be working as it should.

Question 2: Given your expertise do you think the prediction model performs
reasonably well during the given period?

1. Yes

2. No

If the expert group answered 1 or 2 on the first question the substation was seen
as having anomalous data for the investigated period. If the answer was 3 or 4 the
substation was seen as being without anomalous data for the given period.
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Results

The result from the anomaly detection method and the abnormal quantizitation
detection method is presented in this chapter. However since no satisfactory method
for validating the result from the drift detection method where found no result will
be given from that method, a shorter discussion regarding the drift detection method
is however given in the next chapter. First the result of the abnormal quantization
detection method is presented, thereafter the result from the anomaly detection
method is presented. Most of the graphs in this chapter does not show the whole
79 days investigated, but a short period. This is done for readability.

4.1 Results from the abnormal quantization de-
tection method

The proposed method with the given thresholds identified 13 substations that ac-
cording to the used thresholds of were in risk of quantization error when observing
the quantity heat energy. In 11 of them the reason was likely a low meter resolution,
the most common resolution in the investigated network were 1 kWh. However these
11 substations all had in common a resolution of 10 kWh see fig(4.1). Two substa-
tions however showed interesting behaviour one of which is shown in fig(4.2), the
other one showed similar behaviour. When instead investigating the volume flow,
all of the flagged substation had a low meter resolution, which likely was triggering
the flagging.
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Figure 4.1: Example of a substation classified with risk of quantization error, that
has a low meter resolution. Similar patterns was present for the whole investigated

period.
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Figure 4.2: Interesting substation behaviour detected with quantization error de-
tection. Similar behaviour was present for the whole investigated period.

4.2 Anomaly detection

In this section the result from the anomaly detection method will be presented.
First comes a presentation of the result of the prediction cleaning process, after
which a presentation of the result from the validation of the proposed four rankings

is presented.

4.2.1 Prediction cleaning

In the cleaning of the anomalous prediction data points an average of approximately
85 data points were removed for each substation. The goal was to remove data
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4. Results

points that were at risk of interfering with the anomaly detection strategies later.
A comparison between when the prediction cleaning was in use, and when it was
not in use showed larger residuals for heat energy when it was in use but only by
an increase of 0.3% seen on average over the whole data set. The difference in the
top 15 ranking substations for each evaluated ranking between when the prediction
cleaner was in use and not, was four substation. Of those all had clearly qualified to
the top ranking 15 due to obvious errors in the predictions, in fig(4.7) one can see
one substation where the prediction were classified as poor by the expert groups.
The blue dots are the prediction and the black dots, are the data points which
were removed in the prediction cleaning process, and the red dots are the linear
interpolation between the removed data points. For all four substations similar
result were obtained. Even though the overall prediction does not improve with the
prediction cleaning method, a reduction in large deviations due to anomalies in the
predictions have likely taken place.

+— Prediction original
+— Prediction
Measured

500

400 [

300

Heat Energy [kWwh]

Feb 4 Feb 18 Mar 4 Mar 18
Time

Figure 4.3: A plot over predicted and actual heat energy use in a substation.
A solid line indicates mesured data, blue dot indicates the prediction. Black dots
indicates prediction data points removed by the prediction cleaner, red dots indicates
the interpolations that replaced the removed data points.

4.2.2 Result from the validation of the proposed rankings

In the following section the result from the validation method is presented. Each
ranking evaluated is presented in its own section. Since the expert group was com-
posed by two experts, there were some substations were the expert group answered
contradicting. Substations for which both of the expert answered question 2 with
that the prediction did not perform reasonably well were removed from the rest of
the validation. A conservative approach to leave substation for which the expert
group disagreed up on the question if the prediction model performed well was cho-
sen. We will hereafter denote those predictions that was not classified as preforming
reasonably well as poor predictions in fig(3.3) an example of a poor prediction can
be seen. Based on the answers from question 1 to the expert group the substations
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were classified into three groups: Containing anomalies, Not containing anomalies
and Ambiguously classified. Where those substations in the first group, containing
anomalies all had gotten the answer 1 or 2 from the experts. The substations in the
second group, not containing anomalies, got the answer 3 or 4. Each substation were
the expert group disagreed were classified into the last group ambiguously classified.
If a substation got a 1 from one expert and a 3 from the other, it would end up in
this group.

4.2.3 Validation of ranking A

In the case of ranking A, RV, ¢snorm for aggregated sequences, 5 of the 15 substations
were classified with a poor performing prediction model. Of the 10 substations left
for evaluation, 7 were classified into the containing anomaly group. One substation
was classified into the, not containing anomaly group, and for 2 the answers were
ambiguous. In fig(4.4-4.6) examples of substations that were classified into the
different groups by the experts are shown.

Table 4.1: Summarized result from the evaluation of ranking A, after removing
the 5 substations which were unambiguously classified as having a poor prediction
model were removed.

Classified as Number of substation
Containing anomalies 7
Not containing anomalies | 1
Ambiguously classified 2
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Figure 4.4: Two plots showing one of the substations were both experts classified
it as having anomalies in the data. The solid line shows the prediction made with
EnergyPredict, the dotted line shows the measured values, red dots indicated were
anomalies were identified.
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Figure 4.5: Two plots showing one of the substations were both experts classified
it as not having any anomalous data points even though it ranked among the 15
highest in ranking A. The solid line shows the prediction made with EnergyPredict

and the doted line shows the measured values, red dots indicated were anomalies
were identified.
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Figure 4.6: Two plots showing one of the substations were the experts disagreed
to classify it as anomalous or not. The solid line shows the prediction made with
EnergyPredict and the dotted line shows the measured values, red dots indicated
were anomalies were identified.
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Figure 4.7: Two plots that show a substation were both experts agreed that predic-

tion model did not perform reasonably well, and therefor were removed from further
evaluation.

4.2.4 Validation of ranking B

Of the 15 highest substations ranked in ranking B, 4 substations were classified
as having poor performing prediction models. Leaving 11 substations for further
evaluation, of those 11, 7 were classified into the containing anomalies group. For
4 substation the answers were ambiguous, classifying them into the ambiguously

classified group, none of the substations were classified of both experts as without
any anomalies.

Table 4.2: Summarized result of the evaluation of ranking B, after the 4 substations
that were unambiguously classified as having a poor prediction models were removed.

Classified as Number of substation
Containing anomalies 7
Not containing anomalies | -
Ambiguously classified 4
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4.2.5 Validation of ranking C

In the case of RV,,gnorm for aggregated sequences, 8 of the 15 substations were
classified as having poor prediction models. Of the remaining 7 substations 4 were
classified into the containing anomalies group, 3 were classified into the ambiguously
classified group and none were classified as being without anomalies.

Table 4.3: Summarized result from the evaluation of ranking C, after the 8 sub-
stations that was unambiguously classified as having a poor prediction model was
removed.

Classified as Number of substation
Containing anomalies | 4
Not anomalous -
Ambiguously classified | 3

4.2.6 Validation of ranking D

Also here 8 prediction models were classified with not performing reasonably well.
Of the remaining 7 substations 2 were ambiguously classified, and 5 were classified
into the, containing anomalies group.

Table 4.4: Summarized result from the evaluation of ranking D, after the 8 substa-
tions that were unambiguously classified as having a poor prediction models were
removed.

Classified as Number of substation
containing anomalies | 5
Not anomalous -
Ambiguously classified | 2

4.2.7

If one collectively evaluate the four rankings, 30 unique substations are considered.
Of those 8 are classified as having poor prediction models leaving 22 for further
evaluation. Of the 22 substation 14 are considered as having anomalous data points
within them, only 1 substation is considered to be without anomalies and 7 are
ambiguously classified.

A collective evaluation of the four rankings

Table 4.5: Summarized results from a collective evaluation of the rankings A, B,
C, D, 30 unique substations were considered of which 8 were removed due to poor
prediction models.

Classified as

Number of substation

Containing anomalies | 14
Not anomalous 1
Ambiguously classified | 7
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4.2.8 Result from the reference group of well performing
substations

From the reference group, of 20 random low ranking substations one were classi-
fied into the group, containing anomalies, 9 were classified into the, not containing
anomalies group and, 10 were ambiguously classified.

Table 4.6: Summarized result of the evaluation of the reference group.

Classified as Number of substation
containing anomalies 1

Not anomalous 9

Ambiguously classified | 10
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Discussion

The aim of the project was to find methods of detecting substations showing symp-
toms of fault, three symptoms where investigated. This turned out to be a difficult
task. The first symptom of fault dealt within this thesis was abnormal quantization,
an adjustment to the method suggested by Sandin et al. [27] was proposed and an
evaluation was conducted. While evaluating the result from the quantization detec-
tion method it quickly became clear that the results where heavily influenced by the
meter resolution in the substation. It seems like it is the meter resolution that is
measured or flagged by this technique rather than any real quantization problems.
It is probably not possible to develop this method any further simply due to the
fact that the limiting factor is the meter resolution. To find any substations where
for example an oversized valve is causing problems a higher resolution and sampling
frequency is likely needed.

The initial idea for the drift detection method was to use several prediction models
for the same substation each trained on a different year but predicting the same
period, and then comparing the mean between these models and measured data.
The idea was that a general trend or an abrupt change would indicate a drifting
problem. This method would still be hard to validate but a substation with several
prediction models generating similar means for all prediction but not the measured
data would certainly be interesting. This method was however not possible to test
due the fact that the data available did not stretch over so many years that this
method would be possible. However as more data becomes available this initial idea
might be possible to investigate further. As mentioned in case of drift detection the
biggest problem have been to find a way to validate the method. A good way to do
this is yet to be found. This is the reason why no results are being presented for this
method. A suggested method have been to induce artificial error, however this is not
a method that will give any reliable result. As an example if one induced an artificial
drift and an artificial random error to a substation with a well performing prediction
model the proposed drift detection method would detect the substation where the
artificial drift affects the mean enough to be detected by the thresholds but, if a
random error is induced it would not detect the error. The problem however lies in
that when the method is applied to a whole DH network there is no way of knowing
if the detected shift in mean value is due to a poor prediction or an actual change in
the DHS. This severely limits the use of the proposed drift detection method, since
it would be foolish to do any kind of intervention based on a non validated method.
On the other hand the drift detection method might be useful as an indicator that a
retraining of the prediction model is needed. One could of course use other metrics
to create an indication of when a prediction model need retraining, for example the

37



5. Discussion

mean absolute scaled error. In this way the drift detection might be useful.

To detect anomalies is a difficult task, and as shown by the result of the expert
group even the experts have a hard time agreeing on what is an anomaly. Approx-
imately one third of the substations the experts disagreed. This might of course
be due to different perceptions of what should be classified as an anomaly. But it
highlights a problem with anomaly detection that defining what is normal and not
can even be a problem for domain experts. The lack of consensus in the expert
group for many substation, makes it hard to draw any solid conclusion about the
performance of the anomaly detection method. However the method seems to have
potential to identify anomalous substations and this work shows that the method
has potential but also a few shortcomings that needs to be addressed in future work.

5.1 Method and result, of the anomaly detection
method

In this discussion the choices made in the anomaly detection method will be dis-
cussed in greater detail. There will also be a short discussion regarding the result
from the anomaly detection method. During the course of this work it has become
evident that the prediction model used, which is based on regression trees, performs
well for the vast majority of substations. However for some investigated substations
it seems like over fitting is a problem leading to poor predictions in those substa-
tions. Here and through out the rest of this discussion the term poor predictions
refers to predictions that for some periods greatly deviates from all neighbouring
predictions or observations in such a way that one clearly can suspect that the pre-
diction is not accurate. It is likely that meter errors are one part of this problem
where the model is trained on obviously faulty data, which then leads to an over
fitting problem. For example it was noted by the experts in the validation process
that several substations had missing values or zeros right before or after a spike in
the data, and the theory is that all those missing value or zeros have in some way
been aggregated to one data point. See the error at 7th of January in fig(4.6) for an
example of this phenomena. It is likely that these oddities are present in the train-
ing data, which means that EnergyPredict has trained on data where these oddities
are present which likely is one of the contributing reason to why some predictions
models are not performing as desired.

An inherent problem with the method chosen, that utilizes the residual between
predictions and meter values is that there is no possible way to identify if it is the
prediction model or the meter data that is anomalous. The method is dependent on
the fact that the prediction models in the vast majority of cases in fact performs well.
The choice to compare the substations in a ranking was made because the method
used for identifying anomalous residuals, will find and flag anomalous data points
in most substations. By ranking with relatively larger errors higher in the list. An
operator using the developed method can start by investigating the substation higher
in the list and work her way down the list to smaller and smaller relative errors. As
mentioned there is no way for IsolationForest to know if it is the measured data or
the prediction model that is anomalous. This became evident when investigating
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the 30 unique substations that make up the substations that ranked among the 15
highest in any of the rankings A, B, C, D. Of those substation 8 where marked as
having a poor performing prediction model. While none of the substations in the
reference group was classified with having a poor prediction model. This is natural
when you elaborate around it, the developed method is favoring larger residuals,
meaning that models that have poor performing prediction models are in risk of
ranking high in any of the suggested rankings. From the result it is evident that
the ranking A and B, the ranking normalized by the total sum of all residuals, are
performing better in this way with 5 respectively 4 substation classified as having
poor prediction model. Compared to the ranking C and D where for both rankings 8
prediction models where classified as being poor prediction models, hence including
all of the poor prediction models found. The reasoning behind removing these poor
performing substation before any further evaluation was done due to the fact that,
since the ranking was done by taking the sum of the n =5 largest residuals which
were flagged as anomalous by IsolationForest, a substation that has qualified to the
top 15-list and had a poor prediction model had likely done so due to the poor
prediction model and not because an oddity in the measured data. As an example,
fig(4.7), shows a substation where the prediction of the heat energy makes takes on
a value around February 28, several hundred times any measured value during the
observed period. This error or anomaly in the prediction model is what has qualified
the substation among the top 15 worst substations.

If a recommendation on which ranking is to be made, A and B gives overall lower
false positives if we include substations with poor prediction models and substations
classified in to the, not anomalous, and ambiguously classified groups, in the false
positives category. Of the top 15 ranking substations in ranking A and B both
classified 7 out of 15 where classified as having anomalies in the data. It is unclear
if this rate of true positives will decrease or increase if more of the top ranking
substations where to be considered e.g 25. Nevertheless it shows that the method
works. And considering that this method is easily implemented it can certainly
be of help when identifying substations that are at risk of beeing faulty in an DH
network. If the number of false positives due to poor predictions is reduced the tool
will certainly be even more useful.

5.2 Improvement and future work

For the quantization detection, it seems like further work is dependent on bet-
ter meter data with higher resolution. As more and more substations are pre-
manufactured, before installation it will likely become more unusual with problems
of over or undersized valves maybe making the quantization error a thing of the
past. In the drift detection method, future work would be to find a way to test and
evaluate the proposed method alternatively to develop a whole new method.

As mentioned earlier the domain experts noticed that there were that quite a few
of the substations which had missing values or zeros right before or after a spike
in the data, and the theory is that all those missing value or zeros have in some
way been aggregated to one data point. With this background information a test
were performed where the meter data was replaced with a centred rolling mean with
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a window size of 6. When examining the 15 worst ranking substations using the
RV, esnorm for aggregated sequences there is still a problem with poor predictions.
Seven of the 15 substation had not satisfactory prediction model or compromised
data in some other way, of the remaining 8 substations, 6 shows evidence of anoma-
lies. None of the examined substations had the pattern with missing values or zeros
recognized by the experts. This alteration with a rolling mean for the meter data
might therefore be a method to build future work on. In this thesis only ranking
based on heat energy has been validated. A brief investigation on using volume flow
instead and utilizing the rolling mean of the meter data discussed previously shows
promising results. By investigating the 15 highest ranking substations when using a
rolling mean with window size of 6 in the RV, snorm for aggregated sequences base
on volume flow. A preliminary investigation shows that 7 substations have poor
performing prediction models, but of the remaining 8 substation all but one shows
sign of anomalies in the data. This is however results that need to be validated in
future work.

In order to reduce the number of false positives a way to check if the prediction
models are performing okay and not producing run-away predictions, like the one
in fig(4.7), is needed. This can be achieved by either some check on the prediction
models, flagging some predictions as non-reliable for fault detection or some alter-
ations to EnergyPredict so that no or only very few of the produced models have the
runaway behaviour as seen in fig(4.7). One should keep in mind that EnergyPredict
is a tool developed to minimize the average error in the prediction rather than pro-
vide a platform for anomaly detection. It should also be noted that EnergyPredict
performs really well for the vast majority of substations, but as discussed previously
the method used finds substations with abnormal residuals, which naturally are ei-
ther substations with an anomalies in the measured values or in the predictions.
Therefore when this anomaly detection method is in use by an operator, and a op-
erator finds a substation with a prediction that is not satisfactory, an option should
be to retrain the prediction model so that a better prediction is obtained.

40



O

Conclusion

Three methods were developed for investigating symptoms of faults in district sub-
stations. The abnormal quantization method does not show potential for being
useful for detection symptom of fault. The method proposed for drift detection
gives, has not been evaluated properly due to difficulties in finding a suitable valida-
tion method. The developed method for identifying anomalies shows potential for
being used in future anomaly detection methods, especially if measures to reduced
the numbers of prediction models causing false positives to even lower levels can be
taken into place. The aim of the project was to investigate if there was a possibility
to use Utilifeed’s prediction software EnergyPredict to detect symptom three dis-
tinct symptoms of fault. Two out of three methods proposed used EnergyPredict,
one showed promising results and possibilities for further developments.
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Appendix

Data: Prediction time series PTS
Result: Series with variance for each segment VOS
initialization;
i=1;
start=0;
end=n;
while not at end of PTS do
VOSJi] = variance of PTS|start:end] ;
start=start+m ;
end=end+m;
i=i+1;
end
Algorithm 1: The algorithm for defining the variance of segment
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