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Abstract  
In chemistry teaching, three-dimensional molecules are traditionally visualised and drawn in 
2D on paper or on a whiteboard/screen. However, the conceptual transition from 2D to 3D (i.e. 
spatial ability) is important for the understanding of chemistry. This is something with which 
many university students struggle, and they need to practice this through the visualisation of 
representations of atoms, molecules and reaction mechanisms. This paper reports on a study 
exploring how university students perceive the use of augmented reality (AR) technology in 
chemistry teaching. More specifically, the aim was to explore and understand what 
opportunities and challenges the students perceive when using AR technology for the purpose 
of enhancing their transition from a 2D representation of a molecule to a 3D structure visualised 
using AR glasses. The study was conducted during spring 2020. In this project, two groups of 
students of organic chemistry, in total 19 students, were given the opportunity to ‘see’ a 
holographic 3D structure of a molecule using AR glasses (e.g. Microsoft HoloLens 1). The 
empirical material is based on field test discussions, observation notes and 19 surveys that the 
students completed anonymously afterwards. The students described an immersive experience 
and the holographic 3D molecule was perceived as appearing like a very real object in the 
room. The student described the specific added value as being a support to visualising in 3D. 
They also stated that the amount of information on the 3D object was larger compared to a 2D 
representation. The challenges primarily concerned the rather narrow field of view of the AR 
glasses, and that training was required in order to use the device properly.  
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1. Introduction 

In chemistry teaching, three-dimensional molecules are traditionally visualised and drawn in 2D on 
paper or on a whiteboard/screen. However, the conceptual transition from 2D to 3D (i.e. spatial ability) 
is important for the understanding of chemistry. The representation and visualisation of chemical 
structures and reactions is a crucial, though challenging, basis for understanding chemistry [1] [2]. The 
challenge is that the student has to transform a flat 2D picture into a 3D form in order to realise how 
molecules are shaped, and thereby, how they can react with other molecules. Experts perform this 
transformation in their heads, without thinking about it, whereas novice students have to practice this 
transformation, i.e. spatial ability [3]. For many years, practicing spatial ability could only be done 
using analogue models, so-called ball-and-stick models [4]. However, with digitalisation, it has been 
possible to add new tools in order to increase students’ learning possibilities [5] [3]. In a framework 
from Buckley et al. [6], spatial ability, or visual processing, is elaborated and divided into two main 
groups, static and dynamic factors. The rotation of structures is one of the static factors that is possible 
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to practice through the use of augmented reality (AR) technology as, through hand movements, students 
can rotate molecular representations [7]. Since this spatial ability is something with which many 
university students struggle [8] [4] [9], they need to practice this spatial ability through the visualisation 
of representations of atoms, molecules and reaction mechanisms. This paper reports on a study 
exploring how university students perceive the use of augmented reality (AR) technology in chemistry 
education when practicing their spatial ability. More specifically, the aim was to explore and understand 
what opportunities and challenges the students perceive when using AR technology to enhance their 
transition from a 2D representation of a molecule to a holographic 3D structure, visualised using AR 
glasses.  
  

The research questions addressed in this paper are: 
1. How can AR technology and AR glasses be used in chemistry teaching to enhance students’  
spatial ability regarding transitions between 2D and 3D representations? 
2. What is the teacher perspective regarding challenges in using AR for teaching chemistry? 
3. What is the students’ experience, and what opportunities and challenges do they perceive in 
this process? 

2. Background and literature 
2.1. Teaching with technologies  

Rapid technological development and changes in society have impacted digitalisation as a part of 
teaching and learning. Koehler, Mishra and Cain [10] state that teaching in a technology-rich 
environment requires specialised knowledge and an interweaving of knowledge of technology, 
pedagogy and content, i.e. the content to be taught (e.g. TPACK model). Further, they argue that current 
education is an ill-structured organisation concerning teaching with technology. Using technology to 
teach effectively depends on having flexible access to integrated knowledge from the different 
knowledge domains. In order for teachers to apply ‘new’ technologies, learn how to use them and handle 
the technology properly, going beyond traditional teaching methods may be perceived as both 
challenging and time-consuming [11] [12] [13]. Teachers may also perceive the use of digital 
technologies and different teaching methods as an activity that must fit into an already busy schedule 
in order to acquire a new knowledge base and skills on how technology, for example, can be effectively 
used in teaching [10]. A study by Mårell-Olsson [14] about integrating digital technologies and 
emerging teaching practices, such as gamification in K-12 education, found that teachers lacked 
knowledge about design processes, for example, from first ideas about what to achieve in teaching to 
the actual design of teaching modules using technologies in the classroom. In addition, teachers had 
difficulties finding a pedagogical balance and knowing what the added value could be for students’ 
learning when using what for them were new pedagogical methods and technologies with which they 
were unfamiliar. Consequently, teachers are facing challenges concerning how to design activities for 
teaching and learning in technology- rich learning environments.  

In higher education, different digital and advanced technologies have been used with an aim to 
increase students’ engagement and interest concerning cognitive thinking and affective learning, and 
this idea is not new. In fact, even if using wearable technologies in higher education is not that common, 
the development of eye-based human computer interaction goes back as far as the early 1990s [15]. In 
an article, Steve Mann, often called the father of wearable technologies, mentioned that he has lived 
with wearable technologies and, more specifically, smart glasses, in one way or another, for almost 35 
years [16]. The use of computers and other technologies as learning tools in higher education (e.g. 
medical and dental education) dates to the early 1970s. However, the real increase in the use of digital 
technologies in education came about with the introduction of personal computers in 1981 [17]. Since 
this time, technologies regarding how material and information are currently presented to a user have 
significantly evolved. Furthermore, the use of different digital technologies in education for learning 
purposes has been a catalyst for changing the way in which teaching is designed in order to increase 
students’ perceptions of meaningful learning [18] [19]. However, even if teachers argue that the use of 
technologies in teaching could be valuable for students’ learning, many teachers are facing challenges 
in the cultural shift from traditional teaching methods, i.e. constructivist and resource-based approaches 



[20] [21]. There is also sometimes an unwillingness to use what can be perceived as complex 
technologies and, through them, adapt and change to new teaching methods [22] [23] [21] [24] [25]. 
Regarding wearable and mobile technologies, using AR, for example, most people today are familiar 
with and have used the contemporary mobile game application Pokémon Go. This is an augmented 
reality mobile game that was developed by Niantic in collaboration with the Pokémon Company.  

2.2. What is AR?  

Augmented reality (AR) technology is a technology that has the ability to overlay text, images, 
videos etc. onto the existing reality when merging the materialised real world with virtual objects, for 
example, head-mounted displays such as complex technological devices that allow the users to see 
computer-generated images overlaid onto the real world [26]. Craig [27] describes AR as adding digital 
information to the world and that a person can interact with the digital information in the same manner 
that they interact with the physical world. He defines AR as “a medium in which digital information is 
overlaid on the physical world that is in both spatial and temporal registration with the physical world 
and that is interactive in real time (p. 36). Further, he states that the ability to manipulate, store and 
retrieve information rapidly with the devices that are currently available, for example, smartphones or 
smart glasses, has led to the ability to do astonishing things that were not previously possible. There are 
multiple types of AR technologies and these are applied to a wide range of fields for different purposes 
and in different areas. For example, by presenting different AR applications in medical study 
programmes to simulate human organs and their placement within the body when learning about 
anatomy [28] [29], supporting patients with diabetes with their diet and physical activities [30] using 
AR applications as indoor navigation systems for wheelchair users to show them the available routes 
[31], as well as using AR technology in museums to help hearing-impaired visitors [32]. This paper 
focuses on the use of AR devices such as mobile handheld devices and head-mounted displays and 
wearables.  

2.3. Teaching with AR  

The regular use of emergent technologies such as wearable technologies and AR technologies for 
educational purposes is still quite uncommon. One reason could be that teachers are of fundamental 
importance. If students are to encounter these new technologies, teachers must be confident enough to 
adopt a new teaching approach. According to the TPACK model [33], teachers need knowledge from 
three domains: content, pedagogy and technology. Thus, an interdisciplinary collaboration would be 
fruitful to explore these possibilities further. However, in a systematic review and meta-analysis of AR 
in educational settings, Garzón et al. [34] summarise the results from 61 studies conducted between 
2012 and 2018, stating that AR has a medium effect on learning, in which the most explicit benefits 
concern learning gains and motivation. They also emphasise the importance of continuing to develop 
this technology further since the potential for learning is high, and that the use of AR in education has 
only just started. For example, a Swedish study about applying mobile devices and game-based learning 
using Pokémon Go as a tool for learning in elementary school, the researchers identified that some of 
the participating students were looking at their smartphones and the game instead of paying attention 
to the teacher [35]. Further, an Australian study presents three examples of the use of wearable 
technology in environmental sciences, cognitive and brain sciences, and teacher training [36]. The 
authors argue that examining how wearable technologies impact student outcomes and satisfaction is 
key to the teaching design. Further, they emphasise the importance of analysing student feedback and 
searching for factors that impact students’ learning processes.  

In addition, other studies have shown that the use of AR technology in teaching has also impacted 
students’ motivation and engagement [37] [38] [39]. In 2002, when exploring student satisfaction, 
Kaufmann [37] found that the students rated learning about geometry in 3D using AR versus a PC CAD 
programme significantly higher (i.e. more satisfying) even though the usability of the AR programme 
was rated lower than the PC alternative. Hung et al. [39] identified that the students liked the use of an 
AR graphic book more, compared to the use of a regular picture book and physical 3D figures, and the 
students were most keen on using it. However, the students, in their study, expressed it hard to move 



between a virtual 3D representation and the 2D representation on their answer sheet. A study by Di 
Serio et al. [38] compared an AR teaching approach with a slide- based approach in a visual arts class. 
Their results showed that student motivation was significantly higher with the AR teaching approach 
compared to a slide-based approach. Moreover, Echeverría et al. [40] identified a difference in 
motivation between male and female students. The male students explored the technology beyond the 
designated tasks more, and therefore learned more about the technology than the subject, whereas the 
female students tended to complete the tasks but did not further investigate the technology.  

2.4. Teaching chemistry with AR  

Some studies investigate the impact of AR technology on students’ spatial ability. Spatial ability, 
the mental move between 2D and 3D, can be practiced using analogue or digital tools. Spatial ability 
has been studied since the 1800s and forms the basis for representing and understanding chemistry [41] 
[42]. Spatial ability can be improved through practice and several studies have therefore scrutinised 
students’ representational competencies when applying digital techniques. For example, Kaufmann [37] 
investigated AR in geometry teaching in order to increase students’ spatial ability. He highlights the 
benefits of AR for increasing students’ understanding of 3D geometry. Safadel and White [43] compare 
AR with 2D tutorials when learning molecular modelling. Their results show that students with low 
spatial ability found AR more useful than students with high spatial ability. Thus, this may suggest the 
importance of supporting students with low spatial ability in comprehending abstract scientific 
concepts, for example, the transitions of 2D and 3D representations of molecules in stereochemistry. In 
a recent study, Habig [7] explores AR’s potential for supporting students’ learning of stereochemistry, 
in which gender differences were found. He showed that male students had better results than female 
students when using AR representations compared to conventional plastic ball- and-stick models. These 
gender issues have also been previously reported by, for example, Uttal et al. [44].  

Furthermore, a number of studies present the challenges and disadvantages of using AR technology 
in teaching and learning, for example, cognitive overload in students when they are exposed to a large 
amount of information and the complexity of the task, as well as their unfamiliarity with the ’new’ 
technology [45]. Cai, Wang and Chiang [46] highlighted that low-achieving chemistry students 
increased their learning through AR whereas high-achieving students did not receive the same benefits. 
Also, the high-achieving students increased their learning using more traditional teaching methods. 
However, Di Serio et al. [38] argue that the positive impact of AR on motivation results in students 
achieving higher levels of engagement in learning activities, which involves less cognitive effort for 
them.  

Further, the study by Cai et al. [46] states that it is important to discuss who should design and 
develop these AR modules. Who is responsible for ensuring that the chemistry content is correct? There 
could be significant errors if all the competencies described in the TPACK model [33], in this case, 
content knowledge in chemistry, are not used. In the study by Cai et al. [46], figures representing water 
molecules show pictures of a straight molecule, not bent, which would be correct, in which the hydrogen 
and oxygen atoms are given in the wrong colours. Thus, in our study, we wanted to combine the 
competencies of all three aspects of the TPACK model, i.e. technology, content and pedagogy.  

2.5. Teaching with smart glasses  

As mentioned above, in traditional formal learning settings, students’ spatial ability can be practiced 
using, for example, analogue or digital tools. However, using interactive smart glasses, for example, 
Microsoft HoloLens 1, allow students to view, transform, move or rotate 3D objects using hand 
gestures. Mixing reality and virtual 3D objects (e.g. sometimes described as Mixed Reality) provides 
an interactivity in which students can explore 3D objects from different angles [47], for example, 
different molecules in stereochemistry. Craig [27] stated that the term “mixed reality” is often 
interchangeably used with augmented reality. Leonard and Fitzgerald [48] argue that one of the features 
of devices such as the Microsoft HoloLens is its high potential of mobility in providing visual 
simulations in ways that are both educationally and theoretically important. In their design-based study, 
they were seeking to understand the educational opportunities of using smart glasses to explore the 



researchable and designable aspects of the technology together. They found that students think about 
their experience with smart glasses (i.e. Microsoft HoloLens) in quite complex ways and the 
participants in their study described the use of the device as engaging, even if it was sometimes 
perceived as being difficult to use. Further, their students believed it had a positive impact on their 
learning. Further, a study by Xue, Sharma and Wild [49] investigated user satisfaction in AR applied to 
three cases of practical use and the influence of different factors such as age, gender, level of education, 
level of internet knowledge, as well as the roles of the participants in different sectors. They found that 
the participants’ general computer knowledge also had a positive effect on user satisfaction. In a study 
about ergonomic guidelines for manual material handling, Guo [50] argues that students could 
strengthen their understanding in hands-on training. The aim of the study was to compare the impact of 
students’ learning performance between an AR environment using Microsoft HoloLens and the in-class 
environment. In this study, Guo [50] found a significant improvement in students’ understanding of 
manual material handling after they had used the AR module and stated that there is a potential benefit 
of using AR in engineering education and training. Further, the author argues that learning and teaching 
procedures need to evolve in order to consider the high technological profile that, for example, most 
engineering students show today.  

However, in a study by Leonard and Fitzgerald [48], some of their participants showed some 
ambivalence towards the smart glasses’ spatial affordances. For example, the ability to rotate objects 
was rated particularly poorly.  

3. Study context and participants  

The study presented in this paper was conducted during the spring of 2020 and involved two 
chemistry groups taking an organic chemistry course at bachelor level at Umea University. The study 
was designed and conducted as an additional teaching activity to the ordinary teaching, and the design 
was made in collaboration with a group in order to take advantage of the competencies described in the 
TPACK model [33], i.e. chemistry teachers (content knowledge), a chemistry education researcher 
(content pedagogical knowledge), and an educational researcher in technology-enhanced learning 
(technological pedagogical knowledge). A total of 19 students of organic chemistry, more specifically, 
stereochemistry, participated in the study. In this design-based research approach, the students were 
given the opportunity to use AR glasses (e.g. Microsoft HoloLens 1) to ‘see’ a holographic 3D structure 
of a molecule during a workshop. In this particular case, a nicotine 3D molecule was projected using 
Microsoft HoloLens 1 and the SketchUp Viewer for HoloLens (see figures 1, 2, 3 and 4). The SketchUp 
Viewer provided the students with the ability to rescale, move or rotate the virtual holographic 
molecule. Thus, the students were able to interact with the holographic object (i.e. the visualised 
molecule) when walking around it or standing still while moving and turning the object around using 
hand gestures. The students were tasked with memorising the structure of the holographically visualised 
molecule by viewing it and interacting with it using AR glasses and hand gestures to move or rotate it. 
In addition, after removing the glasses, the students had to draw a 2D representation of the molecule on 
paper and write the name of the molecule. The students had to solve the task individually.  

In addition, a simple gamification element was added to the teaching design. The gamification 
element consisted of a competition. After all the students had finished their given task, a teacher checked 
all their answers and the students who were closest to the correct answers regarding the 2D 
representation of the structure and the correct name of the projected molecule won first, second or third 
prize. First and second prize was a pen with an integrated periodic table and third prize was a small bag 
of sweets.  

The purpose of adding the gamification element to the teaching design was to both increase the 
students’ motivation to perform to the best of their ability (e.g. trying hard to solve the task), as well as 
for making the activity as enjoyable as possible.  



 

 
 

 
 
 
 
 
 
 
 
 

 

Figures 1, 2, 3 and 4. Figure 1 illustrates an air-tapping support and training session for 
hand gestures using the Microsoft HoloLens 1. In figure 2, a student is rotating the 
holographic molecule using hand gestures. Figure 3 illustrates the projection of the 
holographic nicotine 3D molecule using the SketchUp Viewer for HoloLens. Figure 4 
illustrates the paper on which the students drew the 2D representation and wrote the 
name of the presented molecule. 

4. Methodology and methods  

The empirical material was collected via discussions with the students and observation notes during 
the workshop in the classroom. The students completed a survey individually after the activity. The 
survey focused on their own experience of using AR glasses, as well as their experience of the 
opportunities and challenges regarding the use of AR glasses for enhancing their own learning and 
spatial ability in stereochemistry in particular. 

 

5. Theoretical framework 

The overall theoretical framework for this study is based on Activity Theory [51] in which the key 
concepts of motive, goal, actions and operationalisations frame the entire study. Activity Theory allows 
an exploration of a context in relation to the intention of a planned activity, social relations, and the 
tools and materials used in an activity system. According to Leontiev [51], an activity which he regards 
as a system includes elements of motive, goal, actions and operationalisations. In Activity Theory, the 
interplay between these aspects is also explored with regards to how they affect each other in different 
situations (e.g. actions). Nardi [52] explains the importance of studying the role that an artefact plays 
in an activity system. Using the key concepts of Leontiev’s Activity Theory, the focus is not only on 
the individual’s actions, but also on the group’s actions in relation to the activity system. In education, 
for example, when teachers are teaching, they conduct operations in the classroom (i.e. procedures, 
different routines and practical examples of a subject). The different procedures and routines comprise 
combined actions and, in turn, relate to prerequisites and the school organisation. The actions and 



operations undertaken in the classroom are also related to the goal and motive for the teaching that the 
teacher is trying to pursue (see figure 5). 

 

 
Figure 5. Leontiev’s [51] key concepts and relationships within an activity system 

 
This research study could be seen as an exploration of an activity system in which the chosen 

theoretical framework is framing the study on different levels concerning, for example, motive, such as 
exploring if, and if so, how AR technology could enhance students’ transition of 2D representation and 
the 3D structure of a molecule visualised using AR glasses. The goal of the study was to investigate 
and understand the opportunities and challenges the students perceive when using AR technology for 
this purpose. The actions taken could be described as designing and examining teaching activity using 
AR glasses in order to reach the intended goal. The operations conducted in the classroom in this 
activity system could be described as the teaching design, in which the students were able to use AR 
glasses (e.g. Microsoft HoloLens 1) for studying a holographic 3D molecule in combination with the 
gamification activity. This study could be described as exploratory in nature and is inspired by and 
includes aspects of design-based research methods [53]. 

6. Analysis processes 

Thematic analysis [54] was used to identify key themes and emerging patterns within the theoretical 
framework of Activity Theory [51], as well as construct an understanding and meaning of the collected 
empirical material (e.g. observation notes and student survey). Thematic analysis could be described as 
a process for encoding qualitative information, thereby assisting the researcher in their search for 
insight. This process includes multiple readings as part of an iterative process and includes the two 
perspectives of ‘seeing’ and ‘seeing as’ [55]. The process of ‘seeing as’ could be described as searching 
for repetitive patterns of significance in order to identify emerging patterns in the empirical material 
[56]. Ely [54] argues that an emerging theme could be described as a definition of either utterances 
made by all participants in a study, or as a single statement of an opinion that has a great emotional or 
actual meaning (e.g. significance). In this study, the phase of constructing meaning (i.e. ‘seeing as’) 
was conducted by searching for emerging patterns on a more abstract level, combining the participants’ 
observed behaviour with what they explicitly or implicitly stated during the teaching activity when 
using AR glasses in the classroom (i.e. observation notes). In addition, their responses to the survey 
concerning the described opportunities and challenges were analysed. Thus, the presented themes in the 
next section were formed and derived during several iterative analysis processes. The quotations in the 
findings section below should be regarded as illustrations of the themes that emerged in the empirical 
material, not merely as evidence.  

7. Findings 

The results are presented in five themes and illustrate the students’ perspectives on both the 
opportunities and challenges they experienced when using AR technology in chemistry teaching. The 
first theme concerns the students’ description of an immersive experience when trying the AR glasses 
for the first time. The second theme concerns the students’ descriptions of how they perceived the 
holographic 3D object projected in the classroom. The third theme concerns the students’ descriptions 
of how they perceived the field of view when using the device (i.e. AR glasses). Finally, the fourth 
theme concerns the students’ descriptions and reflections on the requirements of technical training in 
order to use an AR device such as Microsoft HoloLens 1 properly. The final theme concerns the 
students’ descriptions of the gamification element of the activity.  



7.1. Descriptions of an immersive experience  

When the students tried the AR glasses for the first time, the most common comments were “wow” 
and “so cool” when they saw the holographic molecule in front of them. Most of them also laughed and 
were smiling. This is in line with the responses to the survey on the question about their experience of 
using AR glasses. The students used expressions such as “exciting”, “exciting and advanced level of 
control”, “my experience was positive, and it was interesting that it’s possible to visualise 3D objects 
this way. It was interesting to try out a new technology”. Most of the students had some previous 
experience of using augmented reality technology for smartphones, for example, Pokémon Go, but not 
using this type of AR glasses. Their sense of excitement according to the observation notes, and in the 
survey, could be interpreted as them feeling an immersive experience in combination with fascination 
for a first-time experience when using augmented reality technology in this way. In this respect, it 
should be noted that the immersive experience and the perceived sense of ‘joy and fun’ could be 
significantly augmented not only as an immersive experience of holographic objects, but also as a first-
time experience.  

7.2. A perceived sense of a ‘real’ 3D object  

In the survey, most of the students stated that the 3D object (e.g. the holographic molecule, see figure 
3) was perceived as a ‘real’ object projected in the classroom, and that it was possible to interact with 
the object. One student explained: “It feels natural to move and turn the molecule around”. Another 
student stated: “I really liked the fact that it was so easy to choose and control the angle of the molecule 
and you could also point at the molecule/atoms”. The students also stated that it was good to be able to 
see the reality at the same time as using AR glasses. One student stated: “It was really good that you 
could still see the reality”. Another student described it as follows: “When I’m using VR (i.e. virtual 
reality glasses), I have a feeling that I’m trapped and it’s hard for me to focus since I usually have to 
use ordinary glasses. But with the AR glasses, I had none of these problems”. The students also stated 
that the amount of information from the holographic 3D object projected by the AR glasses was larger 
compared to, for example, a 2D object (see figure 4). One student described the transition between 2D 
and 3D representation of a molecule as follows: “It’s quite easy to move between 2D and 3D (e.g. 
comparing a 2D representation of a molecule drawn, for example, in the study guide and then view it 
as a 3D representation) than moving from 3D to 2D, since it feels hard to get all the information about 
the structure when writing it in 2D”. Another student stated the opposite experience: “For me, it’s harder 
to move from 2D to 3D than the opposite way”.  

Even if the students’ own experience of the transition between 2D and 3D representation differed 
(e.g. which way was easier or harder to perform), all the students agreed that visualisation in 
holographic 3D, and being able to ‘see’ a molecule in 3D using AR technology, provided added value 
that increased their understanding and learning about stereochemistry, particularly regarding how to 
understand the information given in a 2D representation and transform it into a 3D representation (e.g. 
spatial ability and being able to visualise by themselves). One student described it thus: “The transition 
between 3D to 2D is quite hard to visualise in your head and it’s not possible to draw something that 
sort of comes out of the paper or towards the table. This is why a 3D object like this can facilitate the 
understanding of 3D structures”. 

7.3. A narrow field of view 

Some of the students certainly felt challenged. A couple of students complained about a somewhat 
narrow field of view when using AR glasses. According to the observation notes, some students 
struggled when moving their heads to identify the whole image of the molecule. In addition, they were 
not used to walking around a virtual object in order to see it, for example, from the rear. Some students 
also struggled focusing on the object, particularly at the beginning, in order to get a clear view of the 
molecule when they put on the glasses. After some help and support and individual adjustments, all 
students were able to handle the device. One student explained: “It was a bit hard understanding how 



to use it [the device] at first, and that it [the molecule] could suddenly be out of sight if I wasn’t standing 
in the right spot”. Another student stated: “I couldn’t turn the molecule 360 degrees. Sometimes the 
device was flickering and some parts of the molecule sort of disappeared when I looked at it the ‘wrong’ 
way”.  

7.4. Requirement for support and training to use the device properly 

First, when the students put the device on their heads, they had to adjust the glasses in order to see 
properly. Some students struggled more with this than others. Depending on the shape of their heads, 
some students had to adjust the device several times before it sat properly. For example, for students 
with quite oblong heads and glossy hair, the device sometimes slipped and slid down their heads, and 
they had to adjust it. These students often had to do this several times compared to, for example, students 
with a round-shaped head and hair that was not so glossy. The latter students often only had to adjust it 
once. In addition, the students also had to practice hand gestures, for example, tapping in the air to 
navigate, move or turn the molecule around. According to the observation notes, it was obvious this 
was something the students had not done before and were not familiar with. Quite a few of the students 
struggled when coordinating their hands and heads to navigate and interact with the holographic virtual 
object. They had to practice this several times. Some students were unable to learn how to air tap (e.g. 
look at the object and tap in the air using the index finger and thumb) during the activity that involved 
interacting with the molecule (i.e. turning it around or moving it). These students had to walk around 
the molecule themselves instead, and not interact with it using their hands (i.e. air tapping and 
navigating through menus, etc.). One student stated that moving their body around in the classroom in 
order to get a clear view of the molecule felt strange. “I’m not used to walking around the classroom to 
look at an object like that. This felt a bit odd”.  

The students needed help and support to use the device since it was their first time, and they had not 
used these AR glasses before, even if most of them were familiar with using AR technology, for 
example, Pokémon Go’. Also, they were not familiar with hand gestures for navigating and interacting 
with holographic objects (i.e. air tapping, rotating objects, etc.), particularly not in combination with 
using their heads to navigate by looking at menus, and air tapping to execute a command. For example, 
some students were totally unable to combine looking at the molecule, air tapping and holding their 
index finger and thumb together, in order to rotate the molecule at the same time. However, some 
students were only shown once how to air tap and rotate and they were then able to manage the hand 
gestures properly. This was also confirmed by one student in the survey who asserted: “More advanced 
technology probably requires someone who can teach us how to use it, or we could have additional 
lessons in which we were just trained to use the technology”.  

7.5. Increased internal motivation to solve the task  

A small gamification element was added to this design-based activity with the purpose of increasing 
the students’ efforts to try and solve the given task. Even if as researchers we did not focus on addressing 
questions in the survey related to this gamification element (e.g. a simple competition), it was obvious 
that some students were motivated by this competition. When some of the students struggled for a long 
time to draw the 2D representation, we told them that they could submit their answers anyway, and that 
this activity had primarily been designed to understand if, and how, AR technology could support their 
learning of stereochemistry. One of the students replied: “It’s a competition. I would like to win”. 
Another student said with a smile: “Ha, winning the glory is everything”. 

Thus, it was clear that some of the students were motivated to make an extra effort and really try 
their best to solve the task, even if the added gamification element was merely designed as a simple 
competition. The gamification element could be interpreted to some extent as increasing the internal 
motivation and, moreover, increasing the efforts of some of the students when trying to solve the task.  

 
 



8. Discussion and conclusion 

For this study, a qualitative approach was adopted in combination with design-based research 
methods [53] to explore and deepen the understanding of if, and in which case how, AR technology can 
be used to enhance students’ spatial ability in stereochemistry in the transition between a 2D 
representation and the 3D structure of a molecule visualised using AR glasses. Further, the aim was to 
investigate the students’ own experiences of the opportunities and challenges they encountered when 
using what for them was a new emerging technology such as AR. It was clear that the students had an 
immersive experience when using AR glasses and interacting with a holographic virtual 3D object (e.g. 
a holograph of a molecule). In the survey, they also expressed the need to receive help and support in 
order to visualise 3D structures in stereochemistry. In addition, they emphasised that AR technology 
using AR glasses projecting holographic molecules could be a way of supporting this transition (e.g. 
spatial ability). The aim of this study is in line with the study by Alvarez et al. [36] in which they 
examined how wearable technologies could impact student outcomes and satisfaction in teaching and 
learning activities. In their study, they discuss the importance of analysing student feedback and 
identifying factors that impact the students’ learning processes. A study by Safadel and White [43] 
compared the use of AR with 2D tutorials in which students were studying molecular modelling. Their 
results showed that students with low spatial abilities found AR more useful than students with high 
spatial abilities. In our study, however, all the students described an increased help and support for 
understanding 3D objects (e.g. holographs) in stereochemistry. 

In their study, Phon et al. [45] recognised that some students who were unfamiliar with AR 
technology experienced a cognitive overload when they were exposed to a large amount of information. 
The students in our study did not describe any challenges related to cognitive overload. The challenges 
they described primarily related to being unused to the technology involving the combination of head 
and hand gestures to navigate the device. The study by Echeverría et al. [40] highlighted a gender 
difference in motivation in which male students were more keen to explore the technology than female 
students. Habig [7] and Uttal et al. [44] also identified cognitive gender differences in which male 
students outperformed female students when using AR to visualise molecules. In our study, we found 
no gender differences regarding motivation and interest when exploring and using AR glasses. 

Integrating emergent technologies such as AR technology in teaching, and particularly concerning 
the process of designing this type of teaching practice in education, is a rather complex process in which 
the preparedness of both teachers and students for this appears to be low (cf. [10][14]. The teaching 
design is very complex when combining the different domains of technological, pedagogical and 
content knowledge [10] in order to find a pedagogical balance [14] when designing a teaching activity 
in which students can use advanced technology to enhance their spatial ability, for example, in 
stereochemistry. The complexity also involves designing teaching activities with a pedagogical balance 
between actual operations in the classroom that correspond to the intended aim of what to achieve for 
the students’ learning processes (e.g. motive and goals, [51]). The complexity for a teacher concerns, 
for example, being able to possess skills and combine the three different knowledge domains [10], as 
well as their creativity when designing classroom activities (e.g. operations). This could be regarded as 
necessary skills for a teacher to possess if their aim is to enhance students’ spatial ability in chemistry 
using emergent technologies and also using emergent teaching practices such as gamification. In 
addition, it is necessary to possess these skills with regards to being aware of practical motives and 
goals on multiple levels [51]. It is also essential for a teacher to possess know-how regarding emergent 
technologies such as AR in order to achieve the motives and goals of the teaching activity, as well as 
the added value it offers by controlling the operationalisation of the actions [51]. However, the outcome 
of a teaching activity not only depends on a teacher possessing skills and creativity in the teaching 
design, when several individuals are involved, for example, students; it also concerns how well the 
students adapt to the situation when using emergent technologies that they perceive as being ‘new’, as 
well as their ability to become aware of their own position within an activity system (the design-based 
teaching activity in this study). In addition, the outcome of a teaching activity also depends on whether 
or not the students perceive the learning activity as being meaningful [18]. This also applies if 
individuals (i.e. the students in this study) become aware of themselves within such an activity system 
and what they can contribute regarding the use of holographic molecules and AR technology in the 



teaching design. In our study, we developed the AR workshop together with the chemistry teachers in 
charge of the course. They contributed with their chemistry content knowledge, whereas we added 
technological knowledge and pedagogical content knowledge. This collaboration has been fruitful. The 
TPACK model emphasises the importance of different competencies to address the complex, 
multifaceted and situated nature of teacher knowledge [33].  

Furthermore, integrating emergent teaching practices, for example, gamification, in order to increase 
students’ internal motivation for learning, in combination with the use of AR technology to help and 
support their spatial ability, has been shown to be a rather complex process. Designing teaching and 
learning activities using both ‘new’ technologies and ‘new’ pedagogical methods requires knowledge 
of advanced technological, pedagogical and content knowledge [10]. However, the use of gamification 
as an emerging teaching practice in teaching and learning shows that teachers lack knowledge about 
students’ gaming culture and also appear to lack knowledge of the concept of how gamification designs 
(i.e. using game dynamics and game mechanics in the teaching design) might foster student motivation 
and commitment to their schoolwork [14].  

In line with Mårell-Olsson’s study [14], the results of our study show that designing teaching and 
learning activities, as well as finding the pedagogical balance between the respective knowledge 
domains, is a complex process. A teacher needs at least some knowledge about advanced technologies 
such as AR (i.e. technological knowledge) and how to design teaching activities (i.e. pedagogical 
knowledge) in order to combine know-how on what the added values are when using AR technology 
and emergent teaching practices such as gamification to achieve the intended motives and goals [51] so 
that students can learn (i.e. content knowledge). Furthermore, in this activity system [51], we also must 
consider the students. Using AR glasses such as the Microsoft HoloLens 1 in the teaching design 
requires technological training for the students if lesson time does not merely focus on training the 
students to use the device properly. Thus, as one student suggested in the survey, it could be smart to 
conduct some activities beforehand in which the focus is on practice and using the technology (e.g. AR 
glasses). When the students are able to handle the device properly, it will be easier for them to focus on 
the content knowledge and pedagogical methods. Consequently, in higher education, this might require 
an increased interdisciplinary collaboration between teachers of different disciplines. For example, in 
this study, both chemistry teachers/researchers, chemistry education teachers/researchers and 
teachers/researchers with competencies in advanced technologies and technology-enhanced learning 
have collaborated. 

This study explores and illustrates the use of AR technology and holographic objects in chemistry 
education regarding aspects of sustainable development and students’ experiences and perceived 
opportunities and challenges in this context. This study could be seen as an effort to explore how to 
ensure the quality (UN SDG no. 3 and no. 4) of chemistry teaching when trying to enhance students’ 
spatial ability regarding the alignment of the perspectives of sustainable goals such as exploring 
learning and training for resilient infrastructure (UN SDG no. 9) and supporting knowledge exchange 
(UN SDG no. 12). 

9. Limitations and recommendations for future research 

A methodological concern regarding this study is the selection of participants and whether including 
more students and adding interviews to the empirical material would have made it possible to obtain 
more extensive data and richer nuances. However, time constraints made further data collection 
impossible. For example, one restriction was that the chemistry students had other mandatory courses 
and assignments to complete during the semester. This meant that it would have been too complicated 
to include additional teaching activities to their already heavy workload. Another methodological 
concern is the chosen theoretical framework and the applied thematic analysis approach. Naturally, 
different results could have been obtained if, for example, a more theory driven-approach had been 
used. However, the chosen combination of Activity Theory [51] and thematic analysis [54] using 
design-based research [53] was regarded as beneficial to obtaining an increased understanding of using 
AR technology to enhance students’ spatial ability in chemistry, and to answer the research questions.  

A recommendation for future research is not only to extend the number of participants and add 
interviews to the empirical material, but also to conduct more designed-based research with an 



interdisciplinary collaboration between teachers of different disciplines. This would enable the 
combination of specialised advanced know-how within domains such as technological, pedagogical and 
content knowledge. In addition, the combination of both AR and VR technologies with applications 
projecting 3D representations of, for example, molecules or protein structures, could be valuable. 
Moreover, combining gamification teaching designs in order to increase the students’ motivation to 
learn would also be useful. This could further broaden the understanding of students’ learning processes 
of spatial ability in chemistry. 
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