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ABSTRACT

A novel procedure for a robust assessment of cavity deformation in Fabry–Pérot (FP) refractometers is presented. It is based on scrutinizing
the difference between two pressures: one assessed by the uncharacterized refractometer and the other provided by an external pressure
reference system, at a series of set pressures for two gases with dissimilar refractivity (here, He and N2). By fitting linear functions to these
responses and extracting their slopes, it is possible to construct two physical entities of importance: one representing the cavity deformation
and the other comprising a combination of the systematic errors of a multitude of physical entities, viz., those of the assessed temperature,
the assessed or estimated penetration depth of the mirror, the molar polarizabilities, and the set pressure. This provides a robust assessment
of cavity deformation with small amounts of uncertainties. A thorough mathematical description of the procedure is presented that serves
as a basis for the evaluation of the basic properties and features of the procedure. The analysis indicates that the cavity deformation assess-
ments are independent of systematic errors in both the reference pressure and the assessment of gas temperature and when the gas modula-
tion refractometry methodology is used that they are insensitive to gas leakages and outgassing into the system. It also shows that when a
high-precision (sub-ppm) refractometer is characterized according to the procedure, when high purity gases are used, the uncertainty in the
deformation contributes to the uncertainty in the assessment of pressure of N2 with solely a fraction (13%) of the uncertainty of its molar
polarizability, presently to a level of a few ppm. This implies, in practice, that cavity deformation is no longer a limiting factor in FP-based
refractometer assessments of pressure of N2.

© 2020 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1116/6.0000375

I. INTRODUCTION

Refractometry constitutes an optical technique for the assess-
ment of refractivity that, by the use of the Lorentz–Lorenz equation
and an equation of state, can assess molar density and pressure
with high precision and accuracy.1–4 It has been indicated that the
technology also has the possibility to realize the Pascal.5 This opens
up for a variety of usages of refractometry.

The most sensitive refractometers are based on Fabry–Pérot
(FP) cavities in which a laser is used to probe the frequency of a
longitudinal mode.6–13 Although different realizations of such
refractometers have shown promising results, a crucial limiting
issue that needs to be addressed is the fact that the cavities are
subjected to pressure-induced deformation that will compress (or
elongate) the cavities when they are exposed to gas pressure.
Without taking this effect into consideration properly, pressure

assessments can be adversely affected on the permille to percent
range.

As a means to reduce the effect of deformation, Egan et al.14

recently suggested (based on a work by Stone and Stejskal8) a pro-
cedure in which one gas, whose molar polarizability is known (He),
is used to characterize the system with regard to its pressure-
induced deformation, allowing for subsequent accurate assessments
of the pressure of other gases. This is an ingenious idea that can
facilitate the assessment of cavity deformation in FP-based refrac-
tometers. However, despite the fact that the suggested procedure
does not require any knowledge about the pressure used for the
deformation assessment (here referred to as the set pressure)—it is
sufficient if it is constant—the way in which the deformation
assessment is tacitly assumed to be done—by utilizing the difference
between the responses when the two gases are addressed—potentially
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opens up for influences of a number of physical processes, e.g., gas
leakages and outgassing, that can reduce the accuracy of the assessed
cavity deformation.

As a remedy to this, inspired by the work by Egan et al.,14 this
paper presents a procedure for robust assessment of cavity defor-
mation that is not only unaffected by any systematically incorrect
assessment of the set pressure but also not influenced by a system-
atically incorrect assessment of the gas temperature. If the proce-
dure is carried out by the use of the gas modulation refractometry
(GAMOR) methodology,12,13,15 it is also insensitive to gas leakages
and outgassing into the system.16 It is performed by assessing the
difference between the pressure assessed by the uncharacterized
refractometer and a supplied reference pressure at a series of pres-
sures for two gases with dissimilar refractivity (here He and N2).
By then fitting linear functions to these responses, their slopes are
used as a basis for the assessment of the pressure-induced deforma-
tion of the cavity. In addition to being insensitive to the aforemen-
tioned processes and entities, the procedure is also capable of
providing an estimate of a combination of systematic errors of
some system parameters (those of the temperature assessment, the
estimated penetration depth of light into the mirrors, the molar
polarizabilities, and the set pressure of the pressure reference).17

In this paper, we provide, predominately in theoretical terms, a
thorough description of the procedure that not only explicates its
principles but also provides a basis for evaluation of its basic proper-
ties and features. It is shown that the procedure, when carried out
with a high-precision refractometer system, allows for an assessment
of the deformation with an uncertainty in the low ‰-range (solely
given in terms of the uncertainty of the molar polarizabilities of the
gases addressed). This allows for assessments of the refractivity of the
“second” gas in which the cavity deformation solely contributes to
the uncertainty with a fraction of the uncertainty of its molar polar-
izability (for N2 with 13% of the uncertainty of its molar polarizabil-
ity). To exemplify its execution and applicability, we apply it to a
cavity deformation assessment of a previously developed high-
precision Invar-based refractometry system.18

II. THEORY—BASIC RELATIONS FOR ASSESSMENT OF
PRESSURE BY REFRACTOMETRY

A. Refractivity

As is shown in some detail in Sec. I of the supplementary
material,19 the refractivity for a gas i, (n� 1)i, assessed by the use
of a dual-Fabry–Pérot-cavity (DFPC) refractometer, can be expressed
as a function of the shift of the beat frequency between two laser
fields that each is locked to a mode in one of the two cavities, Δf ,
and, if mode jumps take place, the shift in mode number of the
modes addressed in the measurement cavity, Δq, when the measure-
ment cavity is evacuated (or filled with gas), alternatively as

(n� 1)i ¼
Δf þ Δq

1� Δf
1þ 2Lpd
� �� δL (1a)

or as

(n� 1)i ¼
Δf þ Δq

1� Δf þ εi
1þ 2Lpd
� �

, (1b)

where Δf is given by Δf =ν0, where ν0 is the frequency of the laser
addressing the q0 mode in the evacuated measurement cavity; Δq
is given by Δq=q0; Lpd represents Lpd=L0, where Lpd is the light
penetration depth in the mirrors, given by Eq. (SM-3) in the supple-
mentary material,19 and L0 is the empty measurement cavity length;
and δL denotes δL=L0, where δL, as is shown in Fig. 1, is the
pressure-induced cavity deformation,20 and where εi is a deforma-
tion parameter, defined as δL=(n� 1)i. These expressions are valid
under the assumption that no mode jump occurs in the reference
cavity. As has been mediated in previous publications,12,13 Eq. (1b) is
also valid, with a minor redefinition of Δf , for the case when the
measurement cavity is not fully evacuated but contains a minor
residual gas pressure.

Under the condition that δL is linearly dependent on pressure,
which is customary to assume, it can be written as κP. For a well
constructed cavity, κ, which is an alternative deformation parame-
ter, is typically in the order of 10�12 to 10�11 Pa�1.21 It is shown in
Sec. I of the supplementary material19 that Eq. (1a) has a relative
accuracy of δL and Eq. (1b) a similar (or slightly better) relativity
accuracy (εiΔq). This implies that, for pressures up to 105 Pa, they
are accurate to at least 1 ppm.

There are a number of advantages of describing the cavity
deformation in term of εi instead of δL, predominantly that

(1) it is, for a range of pressures (for conditions, see Sec. III of the
supplementary material19), a constant, while δL is a function
of pressure;

(2) since (n� 1)i / (1� εi), it represents, to first order, the rela-
tive influence of the cavity deformation to the assessed refrac-
tivity; and

(3) its assessment by the novel procedure is not influenced by sys-
tematic errors in the gas temperature assessment.

FIG. 1. Schematic illustration of the pressure-induced deformation of a single
closed FPC exposed to a gas. For this type of cavity, the deformation will
comprise both an elongation of the length of the cavity spacer and a bending of
the mirrors. Note that δL is negative for an open cavity.
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B. Molar density

As is shown in the supplementary material,19 the molar density
of a gas i, ρi can be calculated from the refractivity, for gases without
magnetizability, by the use of the extended Lorentz–Lorenz equation,
and, for those with a non-negligible amount of magnetizability, by a
pair of similar extended expressions for the relative dielectric and
magnetic polarizabilities. In both cases, it can, for the range of pres-
sures addressed in this work,22 be written as

ρi ¼
2

3AR,i
(n� 1)i 1þ bn�1,i(n� 1)i½ �, (2)

where AR,i, for N2, is the dynamic molar polarizability, denoted
AR,N2 , while, for He, it is given by the sum of the dynamic molar
dielectric and magnetic polarizabilities, given by Aε,He and Aμ,He,
respectively. bn�1,i is a series expansion coefficient, whose leading
term is �(1þ 4bR,i=AR,i)=6, where bR,i is the second relative refrac-
tivity virial coefficient.1,13,23 For the case with a gas without magnet-
izability, the expression given by bn�1,i is exact. For gases with
magnetizability, bR,i is the second relative dielectric refractivity virial
coefficient, commonly referred to as bε,i.

23

C. Pressure

The corresponding pressure, P, can then, again for the range
of pressures addressed in this work,24 be obtained from the
density from

P ¼ RTρi 1þ Bρ,i(T)ρi
� �

, (3)

where R is the (ideal) gas constant (which is given by a product of
the Avogadro number and the Boltzmann constant), T is the tem-
perature of the gas sample, and Bρ,i(T) is the second pressure virial
coefficient.

This implies that it is possible, for the range of pressures
addressed in this work, to express the pressure in terms of the
assessed refractivity according to19

P ¼ 2RT
3AR,i

1þ ξ2,i(T)(n� 1)i
� �

(n� 1)i, (4)

where ξ2,i(T) is a series expansion coefficient given by
bn�1,i þ 2Bρ,i(T)=(3AR,i).

Table SM-1 in the supplementary material19 provides a com-
pilation of various series expansion coefficients for the expressions
for density and pressure. Values from the literature for the leading
virial coefficients [AR,i, BR,i, and Bρ,i(T)] for N2 and He, a pair of
combinations of molar polarizabilities (AR,He=N2

, which is defined
as AR,He=AR,N2 and AR,N2=AR,He), and the (ideal) gas constant (R)
are given in Table I, while Table SM-2 in the supplementary mate-
rial19 summarizes relevant values for the leading series expansion
coefficients [primarily bn�1,i and ξ2,i(T)] and some common
expressions containing such coefficients for N2 and He. Note that
Table I provides two slightly dissimilar values for the molar polar-
izability of nitrogen. They correspond to the best assessments that
are traceable to a thermodynamic and mechanical standard,
respectively.

D. Conclusive remarks—The advantage of assessing
refractivity by use of Eqs. (1a) and (1b)

It is of importance to note that Eqs. (1a) and (1b) show that
the refractivity (and thereby the molar density and pressure) can be
assessed without any specific assessment or monitoring of L0. The
reason for this is that the change in cavity mode frequency when
the measurement cavity is evacuated (or filled with gas) is mea-
sured directly as a shift of a cavity mode, viz., as Δ f .

There is neither any need to explicitly assess the free-spectral
range (FSR). The reason for this is that Δq is not expressed in
terms of the FSR but instead in the mode number of the mode
addressed, q0, which is an integer that can be assessed uniquely
(i.e., with no uncertainty) by ensuring that the assessed refractivity
is a continuous function when the measurement laser is making a
(controlled) mode jump.27 It should be noticed that this does not
require assessment of any physical entity (see Sec. VI of the supple-
mentary material,19 for further discussion).

TABLE I. Virial coefficients [AR,i, BR,i, and Bρ,i(T)] for N2 and He at 296.15 K and
1550.14 nm, a pair of combinations of molar polarizabilities, and the (ideal) gas
constant. The uncertainties given refer to k = 2.

Parameter Values Reference

AR,N2
a 4.396 546(138) × 10−6 m3/molb 14

4.396 549(34) × 10−6 m3/molc 4 and 11
bR,N2

d 0.184(46) × 10−6 m3/mol 11
Bρ,N2 (T)

e −5.34(24) × 10−6 m3/mol 11
Aε,He

a 0.517 753 036(5) × 10−6 m3/mol 23
Aμ,He −7.922 4(4) × 10−12 m3/mol 23
AR,He

a 0.517 745 114(5) × 10−6 m3/mol
bε,He −0.104 9 × 10−6 m3/mol 25
Bρ,He(T)e 11.835(1) × 10−6 m3/mol 8
AR,He=N2

0.117 761 8(37)b

0.117 761 7(9)c

AR,N2=AR,He 8.491 72(27)b

8.491 72(7)c

R 8.314 462 6 J mol−1 K−1 26

aAs is shown in Sec. IV of the supplementary material, the molar
polarizabilities given here have been scaled from the temperature and
wavelength at which they were assessed to the ones that are used in the
present investigation (296.15 K and 1550.14 nm, respectively).
bMolar polarizability of nitrogen at a wavelength of 1550.14 nm and a
temperature of 296.15 K, and derived entities based on this, that are
traceable to a thermodynamic pressure standard. The value given for AR,N2

is based on a value 4.446 107 (138)×10−6 m3/mol assessed at a wavelength of
633 nm and a temperature of 293.15 K by Egan et al. (Ref. 14). The (k = 2)
uncertainty of the AR,N2 value given in the table corresponds to 31 ppm.
cMolar polarizability of nitrogen at a wavelength of 1550.14 nm and a
temperature of 296.15 K, and derived entities based on this, that are traceable
to a mechanical pressure standard. The value given for AR,N2 is based on a
value 4.446 139(30) × 10−6 m3/mol assessed at a wavelength of 633 nm and a
temperature of 302.919 by Egan et al. (Refs. 4 and 11). The (k = 2)
uncertainty of the AR,N2 value given in the table corresponds to 8 ppm.
dbR,N2 is given by BR,N2=AR,N2 , where BR,N2 is retrieved from Ref. 11.
eAt a temperature of T = 296.15(1) K.
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III. PROCEDURE

A. Assumptions and nomenclature

The procedure prescribes assessments of pressure by the use
of the uncharacterized refractometer at a series of pressures.
Although an appropriate assessment of pressure requires accurate
knowledge about a number of physical entities (predominately, the
molar polarizability of the gas addressed, the temperature of the
gas, and the penetration depth), this is not needed for an accurate
assessment of the cavity deformation by the presented procedure.
To illustrate this, let us first assume that all of these are associated
with errors. Let us also allow for that the system can be exposed to
leakages and outgassing. The scrutiny of the procedure given below
will then reveal to which extent the assessed deformation depends
on these errors and processes.

Let us assume that the dynamic molar polarizabilities of the
gases addressed, A0

R,i, are taken from the literature (for He, theoreti-
cally assessed and for N2, experimentally assessed, both recalculated
to the pertinent temperature and wavelengths) that systematically
can differ from the actual (real or true) polarizabilities, AR,is, by
unknown amounts of δAR,i (defined as A0

R,i ¼ AR,i þ δAR,i). If
needed, δAR,i can also represent any possible contamination in the
supply of gas i. Hence, δAR,i represents the systematic error in A0

R,i.
28

Let us assume that the refractometry system considered has a
stabilized cavity temperature that does not change markedly over
the time over which the deformation assessment is performed.
Let us further assume that the assessed temperature T 0 can system-
atically differ from the actual/correct temperature of the gas in the
laser beams, T , by an amount of δT . The latter thus represents the
systematic error in the assessment of temperature (defined by
T 0 ¼ T þ δT). Let us assume that δT is independent of gas spices
and pressure.

In addition, let us assume that the estimated penetration
depth, L0pd , will differ from the actual/correct one, Lpd , by an
amount δLpd , which thus represents the systematic error in the esti-
mate, defined as L0pd � Lpd .

Moreover, let us also allow for the possibility that the system
is exposed to (small) gas leakages or outgassing, with a constant
leakage or outgassing rate of @P=@tð Þl=o.

Finally, let us allow for that the pressures set by the pressure
reference can differ from the true ones with both a systematic
(proportional) error of δPSet,i, which can depend on the type of gas
species used,29 and a systematic (absolute) offset error δP0

Set .
30 This

implies that the pressure reference system in reality provides a true
pressure, PTrue,i, that is given by PSet þ δPSet,i þ δP0

Set.

B. Basic principles of the procedure

As is shown in Sec. V in the supplementary material,19 Eq. (4)
indicates that, during the cavity deformation assessment process,
the uncharacterized refractometer will assess the pressure supplied
by the pressure reference system to be PU

Refr,i given by

PU
Refr,i ¼

2RT 0

3A0
R,i

1þ ξ2,i(T
0)(n� 1)i

� �
(n� 1)i, (5)

where (n� 1)i is given by Eq. (1a) or (1b) with κ (and thereby δL)
and εi being zero.

This pressure differs slightly but noticeably from the true pres-
sure (PTrue,i), both because of the disregarded cavity deformation, κ
or εi, and the systematic errors of the assessed temperature, δT , the
molar polarizability, δAR,i, the penetration depth, Lpd , and possible
gas leakages and outgassing into the system. Note that it differs
additionally from the set pressure, PSet , by the systematic (constant
and proportional) errors of the pressure reference, δPSet,i and δP0

Set .
Note also that the only two pressures that are accessible to the
experimentalist at this stage are PU

Refr,i and PSet .
Since PU

Refr,i is similar to PSet , it is often convenient to look at
the difference between the two, denoted ΔPi. It is shown by Eq.
(SM-35) in Sec. V of the supplementary material19 that it is possi-
ble, for an ordinary well-designed system with small ψ i and δPl=o,i
(defined below), to express ΔPi in terms of PSet by the use of εi and
ψ i entities as

ΔPi ¼ εi þ ψ i

1� ψ i

� �
PSet þ

δPl=o,i þ δP0
Set

1� ψ i

� ε0,i þ ψ i

1� ψ i

� �
PSet þ δPl=o,i þ δP0

Set ,

(6)

where εi ¼ ε0,i þ εB,i, in which ε0,i, which is given by 2RT
3AR,i

κ, is the
leading term of εi, while εB,i is a short hand notation for the influ-
ence of the nonlinear responses of the Lorentz–Lorenz equation
and the equation of state on the cavity deformation, given by
ξ2,i(T)(n� 1)iε0,i, which alternatively can be written as ξ2,i(T)κPSet .
ψ i represents a sum of the systematic errors of the aforementioned
entities given by

ψ i ¼ δT�2δLpd þ δPSet,i � δAR,i, (7)

where δT , δLpd , δPSet,i, and δAR,i represent δT=T 0, δLpd=L0pd ,
δPSet,i=PSet , and δAR,i=A0

R,i, respectively. δPl=o,i, finally, referred to
as the molar-polarizability-referenced gas leakage or outgassing
pressure represents the influence of gas leakages or outgassing
into the system, given by Pl=oΔAR,l=o,i, where Pl=o is given by
@P=@tð Þl=oΔt, where, in turn, Δt is the time since the last gas evacu-
ation. ΔAR,l=o,i represents the relative difference between the molar
polarizability of the leaking (or outgassing) gas, AR,l=o, and
that addressed, AR,i, i.e. (AR,l=o � AR,i)=AR,i. Note that δPl=o,i is a
pressure-independent entity that, for each gas species and for a
constant gas leakage or outgassing process, is constant throughout
the entire procedure. In addition, it becomes zero for the case when
the leaking or outgassing gas has the same molar polarizability as
the gas addressed.

It can be estimated, based on Sec. III in the supplementary
material19 together with the assessed values for the cavity deforma-
tion (see below), that, for the pressure range used for the deforma-
tion assessment performed in this work, which is up to 16 kPa, the
approximation made in the last step in Eq. (6) is considered ade-
quate; it is smaller than half of the uncertainty that originates from
the evaluation of the measurement data, which, in turn, is smaller
than the relative systematic uncertainty in the molar polarizability
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of N2, i.e., δA0
R,N2

(see below). Since ε0,i is a constant, this implies
that ΔPi can be considered to be linear with PSet .

To provide an assessment of the cavity deformation with the
aforementioned properties, εi and ψ i are assessed by use of fits to
data taken at several set pressures. This is done by assessing ΔPi for
a set of PSet-values and fitting a first order function of the type
ai þ ki � PSet to the data in the plots. A comparison with Eq. (6)
implies that the linear coefficient of such a fit, ki, can, for each gas,
be related to the entities above as

ki ¼ ε0,i þ ψ i

1� ψ i
: (8)

Note that the restriction in the pressure range used for the defor-
mation assessment to that for which ΔPi is linear with PSet , i.e.,
the pressures for which εi can be approximated by ε0,i, does not
restrict the use of the characterized refractometer to the same pres-
sure range.31

C. Expressions for assessment of pressure-induced
cavity deformation, their systematic errors, and a
combination of systematic errors of some system
parameters

1. Pressure-induced cavity deformation

As is shown by Eq. (SM-38) in the supplementary material,19

eliminating in the two expressions for ki in Eq. (8), viz., those for
He and N2, the common δT�2δLpd entity, provides an expression
for κ in terms of the slopes for the two gases, the gas temperature,
the molar polarizabilities of the gases addressed, and the difference
in the systematic errors of the set pressure of the pressure reference
system. However, since the temperature only can be experimentally
assessed as T 0 and the molar polarizability is given as A0

R,N2
, the

assessed value of κ, denoted κ0, will differ slightly from the “true”
value of κ by an amount δκs, which represents its systematic error.
As is shown by Eq. (SM-39) in the supplementary material,19 κ0

and δκs can be written as

κ0 ¼ 3A0
R,He

2RT 0
kHe � kN2

1� A0
R,He=N2

, (9a)

δκs ¼ 3A0
R,He

2RT 0
δAR,N2 � δAR,He
� �� kHe � kN2ð ÞδT

1� A0
R,He=N2

, (9b)

where we have considered the pressure reference system to be
species-independent, i.e., that δPSet,He ¼ δPSet,N2 and the influence
of the penetration depth has been neglected with respect to the rel-
ative error in temperature. The case when this assumption does not
hold is considered in the supplementary material.19

As also is shown in the supplementary material,19 based upon
the definition of ε0,i and the expression for κ [Eqs. (SM-16) and
(SM-38), respectively], it is possible to write similar expressions for
the two experimentally assessed ε00,i’s and their systematic errors,

δεs0,i, as

ε00,i ¼
A0
R,He

A0
R,i

kHe � kN2

1� A0
R,He=N2

, (10a)

δεs0,i ¼
A0
R,He

A0
R,i

δAR,N2 � δAR,He

1� A0
R,He=N2

: (10b)

Equations (9a) and (10a) show that κ0 and ε00,i’s take values
that predominantly are given by the difference in slopes of the two
ΔPi vs PSet plots, i.e., kHe � kN2 , the molar polarizabilities of the
two gases, i.e., A0

R,He and A0
R,N2

, and (for κ0) the assessed tempera-
ture, T 0. They also show that the two deformation parameters are
not affected by any virial coefficients (which is a consequence of
the fact that the deformation assessment is performed at pressures
for which the pressure-dependent deformation is linearly propor-
tional to the refractivity—the conditions of which are discussed in
Sec. III of the supplementary material19).

In agreement with the procedure suggested by Egan et al.14

and as is shown by Eqs. (9b) and (10b), the determinations of κ
and ε0,is are independent of the systematic error in the set pressure.

In addition to this, as is shown by Eq. (10b), the assessments
of the ε0,is are also independent of any systematic error in the
assessment of gas temperature. κ, however, is weakly dependent on
δT , which though for well characterized systems, i.e., for systems
with relative temperature errors that are significantly smaller than
δAR,N2=(kHe � kN2), in practice, is negligible.

Equations (9a) and (10a) also show that the assessments of κ
and the ε0,is are independent of the penetration depth of the
mirrors as well as of gas leakages and outgassing. The reason for
the former is that a finite penetration depth affects an assessment
in the same way as an error in the temperature does. The reason
for the latter is that gas leakages and outgassing affect each data
point equally much. The slopes of the fits to the ΔPi vs PSet plots,
kis, are thereby not affected; any gas leakage or outgassing by a gas
with a refractivity different from that of the gas addressed will,
therefore, only contribute with an offset in a ΔPi vs PSet plot
through δPl=o,i. Note that this comprises leakages and outgassing
from the vacuum system and the cavity spacer material, as is the
case when He is used in ULE-based cavities,32 as well as virtual
leaks from concealed gas volumes in the cavity construction.
Leakages and outgassing by gas with the same refractivity will not
contribute at all.

Finally, since (n� 1)i / (1� εi), the systematic errors in
ε00,i’s, i.e., δε

s
0,i’s, represent the relative errors in the assessment of

refractivity of the two gases. Equation (10b) shows that the δεs0,i are
given solely in terms of the errors in the molar polarizabilities of
the two gases. Since, when high purity helium is used, δAR,N2 is
larger than δAR,He by a factor A0

R,N2
=A0

R,He, Eq. (10b) indicates that
δε0N2

is smaller than δε0He by the same amount. It also shows that
while δεs0,He is slightly larger than δAR,N2 (i.e., 1:13� δAR,N2 ),
δεs0,N2

is solely a fraction of it (i.e., 0:13� δAR,N2 ). This shows that
the procedure provides such small systematic errors in ε00,N2

that
the cavity deformation solely contributes to the relative error in the
assessed refractivity of N2 by 0:13� δAR,N2 .
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2. Combination of systematic errors of some system
parameters

As was alluded to above, the method also provides estimates
of a pair of combinations of systematic errors of some system
parameters (ψ i’s). Regarding these, it is advantageous to separate
them into two parts, a (normally dominating) species-independent
part, ψ0, and a (normally inferior) species-dependent part, δψ s

i ,
i.e., to express ψ i as ψ0 þ δψ s

i . As is shown by Eq. (SM-41) in the
supplementary material,19 these two can be expressed as

ψ0 ¼ δT�2δLpd �
δAR,N2 � A0

R,He=N2
δAR,He

1� A0
R,He=N2

þ δPSet (11a)

δψ s
i ¼

A0
R,He

A0
R,i

δAR,N2 � δAR,He

1� A0
R,He=N2

: (11b)

As is shown in Sec. V C of the supplementary material,19 it is
also possible to extract, from the two expressions for kis given
in Eq. (8), this time by elimination of κ, an expression for an
experimentally quantifiable part of ψ0, denoted ψ 0

0, that can be
expressed as

ψ 0
0 ¼

kN2 � A0
R,He=N2

kHe

1þ kN2 � A0
R,He=N2

1þ kHeð Þ : (12)

Since this expression provides a value that is virtually indistinguish-
able from that for ψ0, it can be used to assess its value.

As is shown in the supplementary material,19 the δψ s
i ’s repre-

sent the major parts of the systematic errors in the assessment of
ψ is. They can, therefore, be seen as the systematic errors in the
assessed value of the ψ is.

It is worth to note that the numerator in Eq. (12) represents
the deviation from the slopes of the fits that would result if the
system would not be affected by any systematic error. Hence, for an
ideal system, with no systematic errors, ψ i’s would be zero.

D. Assessments of pressure by refractometry and their
systematic errors

As is discussed in Sec. V in the supplementary material and as
is presented by Eq. (SM-46),19 when ε0i’s have been assessed, the
refractometer can assess pressure according to

PC
Refr,i ¼

2RT 0

3A0
R,i

1þ ξ2,i(T)
Δf þ Δq

1� Δf

" #
Δf þ Δq

1� Δf þ ε0i
1þ 2L0pd
� 	

: (13)

Since this pressure is assessed by the use of several measured enti-
ties, which, in general, have systematic errors, it will systematically
differ slightly from the true one, PTrue,i, by a relative amount,
referred to as the relative systematic error of the characterized
system, δPC

Refr,i, defined as (PC
Refr,i � PTrue,i)=PTrue,i. As can be

deduced from Eq. (SM-46) in the supplementary material,19 this

can be written as

δPC
Refr,i ¼ δT�2δLpd � δAR,i � δε0i þ δAR,l=o,i, (14)

where δAR,l=o,i, denoted the gas-leakage-or-outgassing-pressure-
referenced relative difference in molar polarizability, is given by
(Pl=o=PSet)ΔAR,l=o,i.

Since the systematic error of the cavity deformation is given
by those of the molar possibilities [as shown by Eq. (10b), predom-
inately by that of nitrogen], δAR,i and δε0i are correlated.
This implies, as is shown by the Eq. (SM-48) in the supplementary
material,19 that the relative systematic error in the assessment of pres-
sure by use of Eq. (13) can, for both gas species, be expressed as33

δPC
Refr,i ¼ δT�2δLpd �

δAR,N2 � A0
R,He

A0
R,i
δAR,He

1� A0
R,He=N2

þ δAR,l=o,i: (15)

This shows that when a refractometer is characterized by the
cavity deformation assessment procedure presented in this work,
the systematic error of a pressure assessment performed by the use
of Eq. (13) is affected by the systematic errors in the assessment of
the temperature (δT), the penetration depth (δLpd), the molar
polarizabilities, primarily that of nitrogen (δAR,N2 ) but also, to
some extent, that of helium (δAR,He), and the gas-leakage-or-
outgassing-pressure-referenced relative difference in molar polariz-
ability (δAR,l=o,i). However, it is not affected by the pressure
reference (the pressure reference has in this case solely been used
for assessment of the cavity deformation, which could be assessed
without influence of the accuracy of the set pressures). This implies
that the systematic errors in the pressure reference do not affect the
performance of a refractometer characterized by the cavity defor-
mation assessment procedure presented in this work.

It is also worth to note that δAR,l=o,i is inversely proportional
to the set pressure. Hence, its influence on the systematic errors of
a pressure assessment decreases the higher the pressure addressed.
Moreover, for the case with gas leakages or outgassing into the
system by a gas with the same molar polarizability as that addressed
(i.e., for which δAR,l=o,i ¼ 0), the systematic error of a pressure
assessment is species-independent (it takes the same value for both
gas species).

E. Estimates of the uncertainty of the assessed entities

1. Pressure-induced cavity deformation

It is worth noting that since the relative systematic errors in
A0
R,N2

, T 0, and L0pd , i.e., δAR,N2 , δT , and δLpd , are considered to be
unknown when assessments are to be performed, they represent
relative uncertainties that have systematic origin, here denoted
u(A0

R,N2
), u(T 0), and u(Lpd) respectively. In addition, when the

slopes of ΔPi vs PSet fits, i.e., kis, are assessed, they are associated
with a given amount of measurement uncertainties, here denoted
u(ki). Since all these entities are uncorrelated, the total uncertainty in
the assessment of κ, denoted u(κ0), can, according to Eq. (SM-49) in
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the supplementary material,19 be written as

u(κ0) ¼ 3A0
R,He

2RT 0
1

1� AR,He=N2

� u(A0
R,N2

)
h i2

þ u(A0
R,He)

� �2þ kHe � kN2ð Þu(T 0)½ �2



þ u(kHe)½ �2þ u(kN2 )½ �2�1=2: (16)

The corresponding total uncertainties in ε00,i’s, i.e., the
u(ε00,i)’s, can, according to Eq. (SM-50), be expressed as

u(ε00,i) ¼
A0
R,He

A0
R,i

1
1� A0

R,He=N2

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u(A0

R,N2
)

� �2þ u(A0
R,He)

� �2þ u(kHe)½ �2þ u(kN2)½ �2
q

: (17)

2. Combination of systematic errors of some of the
system parameters

The total uncertainty in the assessment of the sum of system-
atic errors, ψ i, can similarly, according to Eq. (SM-51), be
expressed as

u(ψ 0
0) ¼

A0
R,He

A0
R,i

1
1� AR,He=N2

� u(A0
R,N2

)
h i2

þ u(A0
R,He)

� �2


þ A0
R,i

A0
R,N2

u(kHe)

" #2
þ A0

R,i

A0
R,He

u(kN2)

 �2)1=2

: (18)

3. Pressure

When pressure is assessed by a refractometer characterized by
the cavity deformation assessment procedure presented in this
work, the gas-leakage-or-outgassing-pressure-referenced relative
difference in molar polarizability, δAR,l=o,i, will represent a relative
uncertainty by itself, denoted u(AR,l=o,i). This implies that when
pressure is assessed by the use of Eq. (13), the relative uncertainty
from the cavity deformation assessment process can, as is shown
by Eq. (SM-54) in the supplementary material,19 be expressed as

u(PC
Refr,i)¼

u(A0
R,N2

)

1�A0
R,He=N2

" #2
þ u(A0

R,He)

1�A0
R,He=N2

" #2(

þ u(T 0)½ �2þ u(Lpd)
� �2 þ u(AR,l=o,i)

� �2
þ A0

R,He

A0
R,i

1
1�A0

R,He=N2

 !2

u(kHe)½ �2þ u(kN2)½ �2� �)1=2

: (19)

Since assessments of pressure can be performed with an abso-
lute (total) accuracy, u(PC

Refr,i), that is given by

u(PC
Refr,i) ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u(Pmin)½ �2þ u(PC

Refr,i)P
h i2r

, (20)

where u(Pmin) denotes the minimum detectable pressure of the
refractometer system under scrutiny and u(PC

Refr,i) represents the
relative uncertainty from the deformation assessment process,
given by Eq. (20), this implies that the total accuracy of the assess-
ment of pressure, u(PC

Refr,i), is given by u(PC
Refr,i)P for the case when

the pressure is larger than u(Pmin)=u(PC
Refr,i). Since u(Pmin) can take

values down to the tens of μPa range,18 for the case when u(PC
Refr,i)

is in the tens or hundreds of ppm range, this takes place when pres-
sures above a few Pa range are assessed. Under these conditions, the
relative total accuracy of the pressure assessment is given by Eq. (19).

IV. EXPERIMENT

A. Instrumentation

To demonstrate the execution and applicability of this novel
procedure for assessment of cavity deformation in FP-based refrac-
tometry systems, it was applied to a previously developed
Invar-based FP cavity described elsewhere.18 In short, it comprises
a DFPC machined from a 70mm round stock of Invar resulting in
a 150� 70� 50 mm block in which two cavities with diameters of
6 mm were drilled.34 Each cavity is made of two 12.7 mm concave
mirrors with a radius of curvature of 500 mm and a reflectively of
99.97% (for detailed information about the instrumentation and
the various parts used, see Ref. 18), yielding cavities with a finesse
of 104 and FSRs of around 1 GHz. As is shown in Fig. 2, the
mirrors are not permanently fused to the spacer; instead they are
clamped directly onto the cavity spacer by the use of back plates
and O-rings. This implies that they can easily be removed, cleaned,
or replaced.

The DFPC is placed inside a temperature stabilized aluminum
enclosure (oven). The temperature of the cavity spacer is monitored
by three Pt-100 sensors, which, at room temperature, have a stand-
ard calibration uncertainty of 200 mK,35 mounted in holes drilled
in the spacer between the two cavities.

Each cavity is probed by laser light produced by an Er-doped
fiber laser emitting light at around 1550.14 nm that is coupled into
an acousto-optic modulator (AOM) for fast frequency compensa-
tion for the frequency locking process. The frequency shifted first
order output of the AOM is, in turn, coupled into a 90/10 fiber
splitter. Although the laser is continuously tunable by a built-in
piezo crystal about 6 GHz (�0.05 nm), it was typically scanned
only slightly more than 1 FSR (�0.01 nm) before it made a con-
trolled mode jump (see below).

To lock the laser to a cavity mode, the light from the 90%
output of the fiber splitter is sent to an electro-optic modulator

FIG. 2. Schematic illustration of the DFPC assembly under scrutiny. The
mirrors are pressed against the Invar spacer by O-rings compressed by back
plates. The white circles are holes for temperature sensors.
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(EOM) that is modulated at 12.5 MHz for Pound–Drever–Hall
(PDH) locking. The output of the EOM is sent through an optical
circulator to a collimator whose output is mode-matched to the
TEM00 mode of the FP cavity. The back reflected light is picked up
by the collimator and routed through the circulator onto a fast
photo detector, while the light transmitted through the cavity is
monitored by a large area photo detector. For each arm, the
outputs from the photo detectors are connected to a field program-
mable gate array (FPGA). In this, the signal from the reflection
detector is demodulated at 12.5 MHz to produce the PDH error
signal. The slow components of the feedback (,100 Hz) are sent to
the laser, while the fast ones (.100 Hz) are sent to a voltage con-
trolled oscillator that produces an RF signal that drives the AOM at
110MHz.

To sample the beat frequency, the light from the 10% fiber
splitter outputs of the two arms are combined in a 50/50 fiber
coupler. This light is sent to a fiber-coupled photo detector whose
RF signal is measured by a frequency counter. The frequency of the
laser light is assessed (with an uncertainty of 2� 10�7 ) by the use
of a wavemeter.

To accommodate large shifts in cavity mode frequencies, the
system comprises an automatic relocking routine. When the feed-
back to a laser falls below or exceeds some preset levels, the laser
makes a controlled mode jump. In this process, the signal from the
transmission detector is used to modulate the strength of the feed-
back sent to the laser and the AOM. To determine the number of
mode jumps made, Δq, the feedback voltages sent to the lasers are
monitored with an analog input module.

To provide the system with a reference pressure a dead weight
pressure balance was connected to the system. Its set pressure, PSet ,
was calculated as36

PSet ¼ (mþmp)g

Ap[1þ α(Tp � Tp,0)]
þ PR, (21)

where m is the mass added to the balance, mp is the mass of the
piston, g is the local gravity, Ap is the effective piston area, α the
area thermal expansion coefficient, Tp is the piston temperature,
Tp,0 is the temperature at which Ap was measured, and PR is the
hood reference pressure. The hood was continuously pumped
down with a molecular turbo pump and measured with a pressure
gauge. The piston temperature, Tp,0, was continuously monitored
with a standard Pt-100 sensor.

B. Methodology

To reduce the influence of fluctuation and drifts, the assess-
ments were performed by the GAMOR methodology. It has previ-
ously been shown that this methodology has the ability to reduce
the influence of fluctuations and drifts on refractometry assess-
ments considerably, including the effect of leakages and outgas-
sing.12,13 It has recently allowed for realizing high-precision
(sub-ppm or sub-mPa) DFPC-based refractometry in metallic
cavities.18As was alluded to above, its extraordinary abilities have
been attributed to a measurement procedure based on two corner-
stones, viz.,

(i) the refractivity of the gas in the measurement cavity is
assessed by the use of a rapid gas modulation procedure that
allows for a repetitive referencing of the filled measurement
cavity beat frequency assessments to empty cavity assess-
ments15 and

(ii) the empty measurement cavity beat frequency at the time
when the filled measurement is probed is estimated based on
an interpolation between two empty measurement cavity
beat frequency measurements taken just prior to and directly
after the filled measurement cavity measurements.

The construction of the cavity system, the modulation procedures,
and the running conditions have all been chosen so that the system
is not expected to be noticeably affected by any Joule heating or
any finite stabilization time of the pressure reference and to
provide stable temperature conditions.37

C. Experimental procedure

The assessment of cavity deformation in the system described
above was made for five set pressures, ranging from 2 841 to
15 997 Pa, for two gases, N2 and He. In order to reduce the risk of
gas contamination, the measurements were made in two separate
series of which those made on N2 were taken before those on He.
Moreover, in order to minimize the effect of drifts, the assessments
of the five pressures were made in a nonconsecutive order, viz.,
4 302.8, 8 687.7, 15 996.7, 2 841.2, and 11 610.6 Pa.

For each set pressure and for each gas, 100 consecutive gas fill-
ings and evacuation cycles were made, producing in total 1000 data
points. Each gas filling-and-evacuation cycle took 100 s.

V. RESULTS

Figure 3 presents a set of data points in the form of individual
markers. The upper panel shows two sets of measurement data
taken for five dissimilar set pressures of He (upper data set, red
markers) and N2 (lower set, blue markers) in terms of the differ-
ence between the pressure assessed using the uncharacterized
refractometer, PU

Refr,i, and the pressure set by the pressure reference
system, PSet , ΔPi, as a function of the set pressure.

The straight lines represent fits of linear functions of the type
ai þ ki � PSet , where ais represent the gas leakage and outgassing
into the system together with the offset in set pressure, while ki’s
represent kHe and kN2 , defined above.

For the case when the evaluation is based on the molar polar-
izability for N2 that is traceable to a thermodynamic standard, kHe

and kN2 were assessed to 0.016 317(3) and 0.001 611(2), respec-
tively, where the numbers in parentheses (3� 10�6 and 2� 10�6)
represent their (k ¼ 2) measurement uncertainties, u(ki). The two
offset values, ais, were found to be, for He and N2, 1.44(3) and
�0.03(2) Pa, respectively. The lower panel shows the residual
between the data taken and the fits.

For the case when the evaluation is based on the molar polar-
izability for N2 that is traceable to a mechanical standard, kN2

changes to 0.001 610(2) while kHe and the offset values remain
the same.38
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A. Assessment of the pressure-induced cavity
deformation

When the evaluation is based on the molar polarizability that
is traceable to a thermodynamic pressure standard, i.e., using the
values for the slopes of the fits that are given in Fig. 3, together
with the expressions for the deformation parameters from above,
i.e., Eqs. (9a) and (10a), gives, with T 0 taken as 296.15 K and
A0
R,He=N2

as 0.117 761 8(37), values for κ0 of 5:2575� 10�12 Pa�1

and the two ε0i’s of 16:669� 10�3 and 1:9630� 10�3 for He and
N2, respectively.

The uncertainties of these values are given by Eqs. (16)
and (17). When evaluating these, it can first be noted that, since
the helium used solely had a purity of 0.999 999, it can contribute
with a relative uncertainty in the molar polarizability of helium of
10 ppm. According to measurement data, u(kHe) and u(kN2 ) take
values of 3� 10�6 and 2� 10�6, respectively.

Moreover, in this case, the uncertainty in the molar polariz-
ability of N2, u(A0

R,N2
), takes, according to Table I, a value of

31 ppm. In addition, when the uncertainly in κ is to be assessed,
the kHe � kN2ð Þu(T 0)½ � term needs to be estimated. Using the stand-
ard (k ¼ 2) uncertainty of the temperature sensors (200 mK)35 as

an estimate of u(T 0) implies that this term takes a value of 10 ppm.
This implies that the uncertainty in κ0, εHe, and εN2 , i.e., u(κ

0),
u(εHe), and u(εN2 ), become 12� 10�15 Pa�1, 38� 10�6, and
4� 10�6, respectively. These values represent relative uncertainties
of 2.3‰ for κ and ε0He and 2‰ for ε0N2

’s.
For the case when the evaluation is based on the molar polar-

izability that is traceable to a mechanical pressure standard, for
which kN2 takes a value of 0.001 610(2), i.e., Eqs. (9a) and (10a),
gives, with A0

R,He=N2
taking a value of 0.117 761 7(9), values for κ0 of

5:2577� 10�12 Pa�1 and the two ε0i’s of 16:670� 10�3 and
1:9631� 10�3 for He and N2, respectively.

In this case, the uncertainty in the molar polarizability of N2,
u(A0

R,N2
), takes a value of 8 ppm. The corresponding numbers for

u(κ0), u(εHe), and u(εN2 ) then become 5:9� 10�15 Pa�1,
15� 10�6, and 2� 10�6, respectively, while the relative uncertain-
ties become, in all cases, 1‰.

Since refractivity is proportional to 1� εi, an uncertainty of
εN2 in the 10�6 range implies, in turn, that a system utilizing the pre-
sented procedure, even if the cavity deformation assessment was per-
formed with a helium quality giving rise to a relative uncertainty in
the molar polarizability of helium of 10 ppm, should be able to
assess refractivity of N2 with a relative accuracy in the low ppm
range; solely 4 and 2 ppm when the deformation assessment is trace-
able to a thermodynamic and mechanical standard, respectively.

B. Assessment of the combinations of
species-independent systematic errors

Using the values for the slopes of the fits, i.e., the ki’s, the
species-independent part of ψ i, i.e., ψ 0

0, could, by the use of
Eq. (12), similarly be assessed to �353� 10�6. The magnitude of
this value is expected to not exceed the combined uncertainty of all
entities in Eq. (7). In our case, it is well within the estimated com-
bined uncertainties of the system; the uncertainty of the type A
Pt-100 sensors used is (200 mK) 700 ppm,35 the uncertainty of the
set pressure is 40 ppm, and the uncertainties of the molar polariz-
abilities for He, which, for the helium gas used in the work, is
10 ppm, and N2 which is 8 or 31 ppm. To improve on this situa-
tion, work with lowering the uncertainty of the temperature assess-
ment and the use of helium gas with higher purity is presently
under way and will be reported elsewhere.

C. Offsets—Indications of gas leakage or outgassing
into the system that the cavity deformation
assessment procedure is insensitive to

The ai parameters in the fits represent gas leaking and outgas-
sing into the cavities and the absolute offset error in the set pressure.
The value of �0:03(2) Pa for aN2 indicates that the N2 assessment is
not significantly affected by such processes. The value of aHe,
however, is markedly higher [1.44(3) Pa]. This difference indicates
that there is a small leakage into the measurement cavity.

However, since the deformation assessment procedure developed
here makes use of the slopes of the fits, which are assumed to be unaf-
fected by any offset in a ΔPi vs PSet plot (i.e., any nonzero value of the
ai parameter), it is considered that this gas leakage or outgassing will
not affect the cavity deformation assessment noticeably.

FIG. 3. Top panel: �—markers: The difference in pressure of the uncharacter-
ized refractometer and the set reference pressure of the pressure balance, ΔPi ,
as a function of set pressure for He (upper data set, red markers) and N2 (lower
data set, blue markers). Straight lines: linear fits to the data points. Bottom
panel: The residual pressure with respect to the linear fits. Note that each of the
ten groups of markers in the two panels comprises 100 independent measure-
ments whose spread in panel a is smaller than the size of the markers. The
evaluation of the data is based on the molar polarizability for N2 given in Table I
that is traceable to a thermodynamic standard. For the case when the evaluation
is based on the molar polarizability traceable to a mechanical standard, kN2

changes to 0.001 610(2) while kHe remains the same.
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VI. SUMMARY, DISCUSSION, AND CONCLUSIONS

A. Procedure

In this work, we present a novel procedure for robust assess-
ment of cavity deformation in FP refractometers that provides
small amounts of uncertainty. It is inspired by a method proposed
by Egan et al. in which one gas, whose molar polarizability is
known (e.g., He), is used to characterize the system with regard to
its pressure-induced deformation, allowing for subsequent accurate
assessments of the pressure of other gases.14 The procedure pre-
sented differs though from that suggested by Egan et al. by the fact
that it assesses the difference between the pressure assessed by the
uncharacterized refractometer and a supplied reference pressure at
a series of pressures, i.e., as ΔPi vs PSet , for two gases with dissimi-
lar refractivity (here He and N2). By then fitting linear curves to
these responses, their slopes are used as a basis for the assessment
of the pressure-induced deformation of the cavity with no (or a
minimum of) influences from the systematic errors or uncertainties
in the assessment of gas temperature, estimates of penetration
depth, offsets, and linear errors in the pressure reference used, and,
if the system is utilizing a fixed length of the gas filling cycle, as
tacitly is assumed in the GAMOR methodology, gas leakages or
outgassing into the system.

To demonstrate this, explicit expressions for the assessment of
two pressure-induced cavity deformation parameters, κ [defined as
(δL=L0)=P] and εi [defined as (δL=L0)=(n� 1)i], have been
derived. It was found that, when a pressure reference with a species-
independent response is used (i.e. one for which δPSet,He ¼ δPSet,N2 ),
both deformation parameters can be determined independently of
the systematic error in the set pressure, while εi can be determined
also independently of the systematic error in the assessment of tem-
perature. Since outgassing and gas leaking into the cavities predomi-
nantly contribute with an offset in the ΔPi vs PSet responses, the
procedure will, as long as the GAMOR methodology is used, also
not be significantly affected by such processes.

The procedure can be carried out for any “secondary” gas,
irrespective of the uncertainty in its molar polarizability. The
analysis indicates that in the proposed procedure, if carried out
on a high-precision refractometry system, εi entity for He, εHe,
“inherits” the relative uncertainty in the molar polarizability of the
“other gas,” while the same entity for this gas when N2 is
addressed, i.e., εN2 is, when high purity helium is used [so that
u(A0

R,He) can be neglected with respect to u(A0
R,N2

)], affected signifi-
cantly less by this (solely by 13% of it).

B. Assessment of cavity deformation of a specific
FP-based cavity

To illustrate the execution and applicability of the procedure
presented, we have assessed the cavity deformation of a previously
developed refractometry system based on a dual FP cavity made of
Invar operating at 296.15 K and 1550.14 nm.18 Under the condition
that the set pressure from the reference system is species-independent,
but taking into account that the purity of the helium used provided an
uncertainty in AR,He of 10 ppm, κ could be assessed with a relative
uncertainty of 2.3‰ or 1‰ to 5:258(12)� 10�12 and 5:258(6)�
10�12 Pa�1 (when the molar polarizability of N2 is traceable to a

thermodynamic and a mechanical standard, respectively). The two
εi’s could, for He, be assessed with similar relative uncertainties, 2.3‰
or 1‰, to 16:669(38)� 10�3 and 16:670(15) �10�3 and likewise, for
N2, with 2‰ or 1‰ uncertainties to 1:9630(4)� 10�3 and
1:9631(2)� 10�3 (for the same two cases). The key reason the rela-
tive uncertainties of the deformation parameters could be assessed at
low ‰-levels, for εN2 corresponding to low 10�6-levels on an absolute
scale, is that the high precision of the system scrutinized18 allows for
linear regressions of the ΔPi vs PSet plots with uncertainties [u(kN2 )
and u(kHe)] that are smaller than the present relative uncertainty of
the molar polarizability of N2.

This shows that irrespective of which value of the molar polar-
izability for N2 that is used for the cavity deformation assessment,
the deformation parameters take values that overlap well within
their uncertainties. The dissimilar uncertainties of the molar polar-
izabilities only provide various degrees of uncertainty of the defor-
mations. It is particularly noticeable that the procedure provides an
uncertainty in the deformation parameter εi that, when nitrogen is
assessed, is in the low 10�6-level (4� 10�6 and 2� 10�6, respec-
tively). Since refractivity is proportional to 1� εi, an uncertainty of
εN2 in the 10�6 range implies that a system utilizing the presented
procedure should be able to assess refractivity of N2 with a relative
accuracy in the low ppm range.

C. Conclusions and outlook

The work has thus shown that, for the case when the refrac-
tometer system to be characterized has a high precision (so that it
can provide measurement uncertainties of the slopes of the fits in
ΔPi vs PSet plots in the low 10�6 range) and when high purity
helium is used [so u(A0

R,He) can be neglected with respect to
u(A0

R,N2
)], the procedure presented is capable of assessing cavity

deformation, ε0N2
, to within a fraction of the uncertainty in the

molar polarizability of nitrogen. For the pertinent experimental sit-
uation, i.e., a wavelength of 1550.14 nm and a temperature of
296.15 K, the deformation can be assessed with such high accuracy
that its uncertainty contributes to the assessment of pressure of N2

solely by 4 and 1 ppm, for the cases when polarizabilities are trace-
able to a thermodynamic and a mechanical standard, respectively.

The fact that the uncertainties of the slopes of the fits are
smaller than those originating from systematic errors implies that
the assessments of the deformation parameters and the refractivity
cannot be significantly improved by an improved measurement
processes; their accuracies would benefit mostly from an improved
accuracy of the molar polarizability of N2 under the prevalent con-
ditions (at the pertinent wavelength and temperature).

Since pressure, when assessed by a refractometer, is affected
by the uncertainties in a number of entities, among them the molar
polarizability of the gas addressed, this implies that when a system
whose cavity deformation has been assessed by the presented pro-
cedure is to be used for assessment of pressure or as a pressure
standard, cavity deformation will play an inferior role (it is no
longer a limiting factor). As long as the temperature can be assessed
with an uncertainty that is in the low ppm region, if the system has
a negligible amount of leakage and outgassing, and if high purity
gases are used, it would allow for assessment of pressure or
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realization of the Pascal with an uncertainty that is limited by the
accuracy of the molar polarizability of the gas addressed.

It is important to emphasize that, although the procedure pre-
sented for determination of the deformation was made in a limited
pressure range (up to 16 kPa), Eq. (13) is valid for the entire range
of pressures for which Eqs. (2) and (3) are valid. If higher pressures
need to be assessed, expressions similar to Eq. (13), based upon
expanded expressions for the density [Eq. (2)] and pressure
[Eq. (3)], that also include higher order virial coefficients,3,14,39

should be utilized.
It can finally be concluded that if the molar polarizability of a

second gas, e.g., Ne, is determined by ab initio calculations with
higher accuracy than by which the molar polarizability of nitrogen
presently is known, Eqs. (9b) and (10b) indicate that the deforma-
tion (κ0 as well as the ε0is) could be assessed with even higher accu-
racy. In this case, Eq. (19) indicates that, for a system with a low
uncertainty in the temperature assessment, the accuracy of the
assessment of pressure could be improved beyond that predicted by
the He/N2 system analyzed in this work.
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