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Abstract 
Users of digital media leave traces that corporations and authorities can harvest, systema-
tise, and analyse; on the societal level, an overall result is the emergence of a surveillance 
culture. In this study, we examine how people handle the dilemma of leaving digital 
footprints: what they say they do to protect their privacy and what could legitimise the 
collection and storing of their data. Through a survey of almost 1,000 students at Umeå 
University in Sweden, we find that most respondents know that their data are used and 
choose to adjust their own behaviour rather than adopting technical solutions. In order to 
understand contemporary forms of surveillance, we call for a humanistic approach – an 
approach where hermeneutic and qualitative methods are central.
Keywords: online surveillance, surveillance culture, soft surveillance, privacy paradox, 
digital humanities 

Introduction
“We collect information about the people, Pages, accounts, hashtags and groups you 
are connected to and how you interact with them across our Products, such as people 
you communicate with the most or groups you are part of. […] We use the information 
we have (including your activity off our Products, such as the websites you visit and 
ads you see) to help advertisers and other partners” (Facebook, 2020).

“When you upload, submit, store, send or receive content to or through our Services, 
you give Google (and those we work with) a worldwide license to use, host, store, 
reproduce, modify, create derivative works (such as those resulting from translations, 
adaptations or other changes we make so that your content works better with our 
Services), communicate, publish, publicly perform, publicly display and distribute 
such content” (Google, 2020).

https://doi


180

Coppélie Cocq, Stefan Gelfgren, Lars Samuelsson, & Jesper Enbom

Above is a brief overview of what we agree to when we use Facebook and Google (other 
services have similar terms of agreements). Some people might think these terms of 
agreements are just and fair – others regard them as a severe and intrusive form of sur-
veillance. “[Surveillance] is something that everyday citizens comply with – willingly 
and wittingly, or not – negotiate, resist, engage with, and, in novel ways, even initiate 
and desire”, to quote David Lyon (2017: 825).

From this vantage point, our aim is to study the paradoxical relationship between 
how we, on the one hand, negotiate and resist what is seen as unjust or intrusive sur-
veillance yet, on the other hand, willingly and wittingly surrender our personal data 
through, for example, our use of social media, our shopping habits, smartphones, and 
credit cards – information that is often open and free to use for compiling datasets 
to map, analyse, and interpret our lives (compare to the privacy paradox, which we 
will return to later; see Barth & de Jong, 2017; Norberg et al., 2007). Today, the large 
amount of digital information provides previously unseen opportunities to harvest data, 
linking different datasets together, thereby obtaining new information about our lives 
and behaviours. This is done by both public and private actors. The question is, how 
do “ordinary” people act and think in such a situation – through acceptance, resistance, 
or something in between? 

The issue of surveillance has been relevant for decades, articulated, for example, in 
George Orwell’s classic dystopian novel Nineteen Eighty-Four, written in 1949. In recent 
years, in the wake of, for example, 9/11 in 2001, the Snowden revelations in 2013, and 
more recently the American election of 2016 and the Cambridge Analytica scandal of 
2018 (Cadwalladr & Graham-Harrison, 2018), it is clear that the forms of surveillance 
have shifted and that they are affecting our everyday lives.

In order to understand contemporary forms of surveillance in general, and how people 
live and act under such conditions in particular, we propose a humanistic approach to 
the issue – using a hermeneutic and qualitative method that acknowledges the complex 
nature of humankind. This is in line with what David Lyon calls upon to study “the 
culture of surveillance” (2018), or “surveillance culture” (2017). In this regard, we must 
acknowledge the currently messy and all-intrusive nature of surveillance, as well as the 
complex nature of people trying to navigate this culture. Here, we focus on the latter: the 
people. Where Lyon (2017: 837) states that “the concept of surveillance culture should 
be developed to understand more clearly the relations between contemporary surveil-
lance culture and the everyday lives of those who might be described as subjects”, we 
aim to highlight and interpret how people (consciously or unconsciously) navigate the 
(or their) world of data. 

This article focuses on young adults in Sweden in their role as people being surveil-
led (although they are also surveillers, e.g., on social media), and their attitudes and 
practices towards data harvesting and analysis. How do they relate to the fact that their 
data are collected, analysed, and distributed through the different services they use 
online? What measures and strategies do they use to protect their data? What would 
make them accept these services, data harvesting, and analysis? How can the users’ 
online behaviour be understood in relation to the so-called privacy paradox discussed 
in surveillance studies research? 
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Method
This article focuses on a group of students at Umeå University, Sweden, and comprises 
approximately 1,000 responses to a questionnaire about online practices and attitudes 
to surveillance. The group is not representative of the Swedish population as a whole, 
given that its members are students (some of them former students) who are relatively 
well educated, as all of them are attending university or have completed university-level 
education. They are also familiar with computers, using the Internet, and social media 
communication – and to some extent are aware of the pitfalls and potentials of digital 
communication. 

Even though the students comprise a specific subset of the population, we regard this 
group as particularly relevant to this study. Of the Swedish adult population, 41 per cent 
received a tertiary education in 2016, which ranks Sweden 13th in the OECD countries 
(Swedish Higher Education Authority, 2018). For the participants in this sample, being 
online is an essential requirement: all of them have been assigned to a web-based learn-
ing platform. To a large extent, they also communicate and engage in online activities 
outside study contexts. As one respondent stated, “I’m forced to use Facebook if I want 
a social life”. We also assume that their educational background suggests that their 
approach to the pros and cons of digital communication is relatively well informed. In 
terms of the tendencies and correlations between the variables in which we are interested, 
this group suits our purposes and can be seen as an illustrative case. 

However, we want to emphasise that we have not treated our results according to 
strict statistical methods. At this stage, our purpose is to identify patterns and highlight 
dilemmas, potential outcomes, and ways of handling these dilemmas in relation to the 
overall theme of surveillance. 

In a Swedish context, surveillance has primarily been studied from a legal or state 
perspective. Our focus on Internet users’ practices of, experience of, and attitudes to 
surveillance provides new insights into the perception of surveillance and strategies of 
acceptance, negotiations, and resistance. 

Surveillance: What it meant during the analogue era  
and what it means today
Surveillance has traditionally been broadly defined as “focused, systematic and routine 
attention to personal details for purposes of influence, management, protection or direc-
tion” (Lyon, 2007: 14). Surveillance and the registration of people’s opinions, values, 
and actions is a sensitive and often-discussed topic – in Sweden as well as globally. 

Surveillance was originally associated with totalitarianism, in line with Orwell’s 
Nineteen Eighty-Four (1949) and Foucault’s Discipline and Punish (1979), in which 
“the few” are monitoring “the many” in a panopticon-like situation. For a long time, 
the debate and the research on surveillance was focused on how government agencies 
surveil ordinary citizens and the dilemmas that could arise from such surveillance, as 
well as the extent to which surveillance is to be considered an integral aspect of modern 
society (going back to Foucault, for example). Among these dilemmas is the trade-off 
between keeping the nation safe and the respect for fundamental rights of privacy (e.g., 
Flyghed, 1992; Gunnartz, 2006). For example, Thomas Mathiesen (1997) complemented 
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the panopticon perspective with the synopticon perspective, emphasising how, in the late 
twentieth century, “the many” turned their gaze to “the few”, stressing the role of mass 
media. In the years to come, the rise of surveillance practices in the wake of 9/11, the 
increasing distribution of mobile devices, and the proliferation of social media around 
2010, along with the associated companies, have blurred the lines between the surveill-
er and the surveilled. For example, Doyle (2011) criticised Mathiesen for omitting (or 
ignoring) the impact of Internet technology. Nevertheless, identifiable actors, such as 
the state, military, specific companies, and so forth, were engaged in surveillance – in 
other words, a surveillance society (see also Lyon 2001).  

In an attempt to categorise the different forms and purposes of surveillance, Marx 
(2006), Kerr and colleagues (2006), and Nagenborg (2014), for example, used “soft 
surveillance” as opposed to “hard surveillance”. According to Marx (2006), soft surveil-
lance is spreading rapidly outside the traditional boundaries of government and police 
enforcement. Its consequences are often hidden to those of us who voluntarily contribute 
to the flow of information. 

In studies from the following years it becomes clear that such a distinction between 
hard and soft surveillance is difficult to maintain, and that the flow of technology, 
methods, and data between public authorities, the military, and private companies has 
put us in a situation in which surveillance has become intertwined with our lives (e.g., 
Ball & Murakami Wood, 2013). The authorities keep track of us (e.g., Barnard-Wills, 
2012; McCahill & Finn, 2014), but companies also thrive on our data, trying to predict 
and steer our behaviours and consumer patterns (Ball, 2017; Zuboff, 2019), all growing 
organically and without apparent agency (e.g., Haggerty & Ericson, 2000). And in all 
of this, as ordinary users, we contribute with our data as monitored citizens through 
healthcare, schooling, and banking systems; through using infrastructure for heating, 
electricity, and communication; through accepting membership cards and customer sur-
veys; and (not least) through using social media, shopping online, and using services for 
our mobile devices to function (Ball, 2017; Haggerty & Ericson, 2000; Zuboff, 2019). 
Thus, preemptive policing and marketing go hand in hand. 

In this situation, people have to navigate – accept, resist, or find ways of negotiating 
costs and benefits (if possible at all, but that is another question). We cannot avoid (some 
of) our data being collected. Haggerty and Ericson (2000) call this our “data double”, 
which follows us from the cradle to the grave, since it is intertwined with modern so-
ciety and its welfare systems, and we cannot avoid it as part of our increasingly digital 
lives (Zuboff, 2019). Choices made by users have proven to be complex and contextual 
(Trepte et al., 2020). In order to understand the considerations made by individuals 
about online self-disclosure, aspects such as social context – and, some would argue, 
the affordances of the technologies (Culnan & Armstrong, 1999; Laufer & Wolfe, 1977; 
Trepte et al., 2020) – must be taken into account.   

According to what Smith (2018) describes as “data doxa”, the fabric of data and the 
surveillance culture restricts our ability and willingness to criticise these conditions. This 
is because, since our birth, we are entangled with data and 1) believe in data analysis 
for our security, 2) cannot envision a life (in a welfare state) without data collection, 
and 3) since our increasingly digital life, on and through digital services, we regard 
data collection (i.e., surveillance) as normal. Smith is rather pessimistic about people’s 
ability to make conscious and informed choices: 
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It is more an effect of fear, habit ignorance and seduction, where an increasing 
familiarity with the dependence on data obscures a capacity to perceive, let alone 
question, their broader history and probable trajectory from a critical perspective. 
(Smith, 2018: 12)

While Smith talks about “data doxa” as key, Lyon (less pessimistically) talks about a 
surveillance culture in which “its key feature is that people actively participate in an 
attempt to regulate their own surveillance and surveillance of others” (2017: 824). Out 
of fear, familiarity, and pleasure, people can respond to surveillance or take initiatives 
to become surveillers, although, according to Lyon (2017: 836), the outcome is related 
to both personal and contextual factors, and he calls for a “careful, critical, and cultural 
analysis of surveillance situations”. People are complex and live in a situation in which 
privacy is neglected, calculated, or negotiated. Perhaps they are uninformed and unable 
to critically assess all the parameters (in line with Smith), or perhaps they at least try 
to do their best to become involved in, or counteract, surveillance (in line with Lyon). 
This is what we intend to study in this article. 

Previous research has analysed attitudes to surveillance in relation to issues of trust. 
Institutional trust and social trust (interpersonal trust) have been identified as being cor-
related to people’s acceptance or suspicion of surveillance. A number of studies have 
proved the role of social and institutional trust in the acceptance of surveillance. For 
example, Denemark (2012) has shown a correlation between institutional trust and ac-
ceptance of counter-terrorism policing (see also Friedewald et al., 2015; Strauss, 2015). 
Additionally, level of education (Budak et al., 2015; Patil et al., 2014; Watson & Wright, 
2013) and age (Patil et al., 2014) are factors to which attitudes to surveillance appear 
to be related. Svenonius and Björklund (2018) also argue that sensitivity to privacy 
and existential concerns are additional aspects to be taken into account, as they also 
explain attitudes to surveillance and issues of trust. In a Nordic context, Sønderskov 
and Dinesen (2016) “find strong evidence of institutional trust influencing social trust”, 
based on datasets from Denmark. 

According to the The Swedish Internet Foundation’s latest report about Swedes and 
the Internet (Internetstiftelsen, 2019), 98 per cent of households have Internet access and 
95 per cent of the population stated that they use the Internet. The report also reveals 
a “growing concern that public authorities in Sweden – and large companies such as 
Google and Facebook – will infringe on our personal privacy online” (Svenskarna och 
internet, n.d.: para. 4) and that nearly one half of Swedes feel they are being monitored 
online. However, the report declares that “only one fifth are concerned by the Swedish 
authorities infringing” (Svenskarna och internet, n.d.: para. 14). 

The Nordic countries are said to be “remarkable with respect to high levels of 
both social trust and, to a lesser extent, institutional trust” (Delhey & Newton, 2005; 
Sønderskov & Dinesen, 2014; Zmerli et al., 2007; cited in Sønderskov & Dinesen, 
2016: 187), referring to data from the World Values Survey (WVS) and the European 
Values Survey (EVS). Considering the large number of Internet users and the high 
percentage of Internet accessibility, and in relation to Sweden being a “high-trust 
country” (see, e.g., Delhey & Newton, 2005), according to research based on data 
from the WVS and EVS, we find that Sweden is a particularly interesting country for 
investigating attitudes to surveillance.
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Survey data 
Our data comprise 958 responses to the questionnaire. As previously mentioned, these 
individuals are either students or former students from a broad range of courses and 
programmes (teacher training, philosophy, informatics, engineering, etc.) on campus 
and online, indicating that we have a geographical distribution. The overall gender dis-
tribution is about equal, even though it differs across different courses and programmes. 
Of the respondents, 57 per cent are current students and 60 per cent are young adults 
between 20 and 29 years of age (2% are students below the age of 20). 

The survey is aligned with previous studies in other European contexts (see, e.g., 
Svenonius & Björklund, 2018; Sønderskov & Dinesen, 2016). For background, we 
inquired about the level of trust in fellow citizens (social trust) and societal institutions 
and authorities (institutional trust), including the media (e.g., both public service and 
so-called alternative media), the parliament, the police, as well as researchers. We also 
inquired about the kind of societal issues that might cause the respondents to feel anxiety 
in the near future (e.g., terrorism, climate change, xenophobia, or unemployment). Our 
intention here was to create a general picture of trust and anxiety in order to correlate it 
with the correspondents’ use of, and views about, digital media and data usage.

Furthermore, we asked about the online services that the respondents use, such as 
Facebook, Instagram, Snapchat, and so forth. The intention was to gain an overview of 
media channel usage and to get a sense of the specificity of the respondents’ Internet 
usage. For example, we felt confident that Facebook and Instagram would be among 
the most widely used services, but we also asked about other popular services such as 
Twitter, Discord, WhatsApp, and Reddit. We wanted to establish whether there was a 
correlation between more advanced use of digital media and an awareness of issues 
related to data usage and integrity. By “advanced use”, we mean use that goes beyond, 
for example, consuming online content and online banking and shopping – that is, being 
part of online communities and production of online content (see also Bruns, 2008).

We also asked about the extent to which the respondents used specific services or 
practices in order to protect their privacy. Did they use encrypted communication ser-
vices or a VPN tunnel to hide their online identity? Did they browse in private mode and 
avoid certain services in order to protect their data? Did they put a piece of tape over 
their web camera, or simply avoid sharing private information? The different kinds of 
practices say something about data awareness and about the measures taken to protect 
personal integrity. 

Did the respondents feel uncomfortable because their data can be used by many 
different actors? Does it make a difference if their data are used by state authorities, 
companies or organisations, or just by other people? Or is there a concern that the re-
spondents cannot express themselves, be their authentic selves online, or tend to end 
up in a filter bubble in which information is “gatekept” to suit their own preferences?

Finally, we asked whether it was possible to accept data collection, coordination, 
and analysis based on what the data was being used for. Is it possible to legitimise data 
usage if it leads, for example, to better online services for the individual, if you have 
the option to consent to the use of your data, or if data can be used for the benefit of 
society at large (for health-related reasons or in order to improve crime prevention)? 
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Results
Overall, we found a relatively high level of trust (6–10 on a scale of 0–10) in societal 
institutions and public services, with the exception of the parliament and politicians. For 
example, 89 per cent of the respondents rated their level of trust from 6–10 for research-
ers, 84 per cent did so for the police, 80 per cent for the Swedish Tax Agency, and 77 
per cent for the healthcare authorities, while 47 per cent of the respondents had a high 
level of trust in the government and only 30 per cent in politicians. In this respect, our 
respondents tended to confirm what has been observed in other datasets in which Swedes 
have comparatively high trust in societal institutions and the authorities (in line with the 
results from the EVS). There is a rather low level of trust in alternative media compared 
to mainstream media and public services: 11 per cent of the respondents rated their level 
of trust from alternative media from 6–10 and 24 per cent did so for the popular press/
tabloids, while 70 per cent rated their level of trust for daily newspapers from 6–10 
and 80 per cent did so for public service. Of societal issues that may cause anxiety, 
xenophobia (69%) and climate change (78%) were greater concerns than war (24%), 
terrorism (34%), and surveillance (41%), although this naturally varied in the group of 
respondents (September–November 2019, pre-Corona). Regarding the online services 
used, most respondents use well-known digital media and services such as Facebook 
(58%), Messenger (63%), Instagram (57%), YouTube (44%), and Snapchat (38%) on a 
daily basis and, to a much lesser extent, services such as Twitter (9%) or Reddit (8%). 

Regarding counter practices, the respondents appeared to self-censor by not sharing 
private material more so than by making active use of specific services for encryption 
and anonymisation, with the exception of browsing in private mode and disabling 
location services. Some respondents stated how they avoided sharing private material 
(76%), avoided using services because of the way they gather data (53%), or disabled 
position services (59%). Around one half of the respondents (45%) used private mode 
when surfing, and one third (37%) covered their web camera. Only a small minority 
used encrypted communication (8%), VPN (23%), or search services that do not log 
their data (10%) in order to protect their data integrity.  

The respondents tended to think it was important to be able to remain private on-
line, but there were variations in attitudes: some thought they had nothing to hide – or 
simply thought that they had to share their data in order to use a service that everyone 
else was using; and some considered that taking countermeasures was too complicated. 
In addition, some appeared to not know how to protect their data. On a 0–10 scale, 10 
being the highest answer, 60 per cent of the respondents marked one of the alternatives 
6–10 for the claim that it was important to be private or anonymous online; 40 per cent 
did so for the claim that they had nothing to hide and therefore did not care; 31 per cent 
thought that caring was too complicated; and 36 per cent said that they were well aware 
of how their data was being used online. 

We also asked the respondents about whether there were any circumstances that 
would make collecting, sharing, and storing their online data more acceptable to them. 
A general tendency is that people are unwilling to negotiate about their private data 
in order to get better services (24% for response alternatives 6–10) or customised ads 
(14% for alternatives 6–10) – in fact, the primary reason why service providers track 
our data. The main reason why some respondents accepted data gathering and analysis 
on a larger scale is because they are given an option to consent to how their data will 
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be used (52% if alternatives 6–10 are included, 63% if alternative 5 is included), and 
if their data could be used for the greater good of society (55% if alternatives 6–10 are 
included, 69% if alternative 5 is included). In other words, people want to be in control 
of their data; they want to know what is happening with their data and how their data are 
being used. However, for the greater good of society, the majority of respondents were 
willing to contribute their data (which could be related to the level of trust in official 
authorities in Sweden).

Surveillance and data usage apparently engaged respondents, even though the level of 
applying practices for protecting data and personal integrity was rather low. Some easily 
accessible counter practices were used (self-censorship, private mode, and taping over 
or disabling a web camera); however, it was less common to install and use software 
and services to protect a person’s integrity. It is obvious that there are several topics 
that require further investigation in order to gain in-depth knowledge about attitudes 
towards online surveillance. Below, we examine and discuss our results in relation to 
the users’ negotiations of privacy. 

The privacy paradox in practice: Acceptance, resistance,  
and negotiation
Overall, our results confirm the seemingly paradoxical pattern that can be recognised 
in previous studies and which is usually referred to as the privacy paradox, that is, the 
“discrepancy between individuals’ intentions to protect their own privacy and how they 
behave in the marketplace” (Norberg et al., 2007: 101; see also, e.g., Kokolakis, 2017 
for an overview). More specifically, we discerned the following tendencies among our 
respondents: 

1. They value their privacy and integrity online.

2. They are aware that their data might be collected and eventually shared. 

3. They consider this collection and sharing of their data difficult to justify on the part 
of the service providers.

4. They try to handle this situation by adjusting their behaviour rather than through 
technical solutions.

5. They willingly and wittingly give away certain personal information, for example, 
by sharing pictures on social media platforms such as Facebook and Instagram. 

These results align well with the privacy paradox. However, while they may appear 
paradoxical, they can be interpreted in ways that do not ascribe systematic contradictory 
behaviour to people.1 We believe that one important and largely overlooked key to such 
an interpretation may lie in the results regarding the respondents’ views on what might 
justify online surveillance (in the sense of making it more acceptable to them). Let us 
look more closely at the tendencies we have identified.

The results of the survey indicate that the majority of users value their privacy and 
integrity online and are aware that their data might be collected and eventually shared. 
However, the results do not indicate that services and strategies for protecting privacy 
and data are commonly used (e.g., Gerber et al., 2018), as illustrated in Table 1. 
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Table 1. Practices and strategies for protecting privacy (per cent)

Service or strategy Yes No No answer

VPN 23 77 0

A browser that does not save your inquiries 
(DuckDuckGo, etc.)

10 89 1

Private/secret mode in your web browser 45 54 1

Disabled location services 58 41 1

Encrypted communication (e.g., Tor, Signal) 7 92 1

Cover your computer camera 37 62 1

Avoid certain services because of how they 
collect data about you as a user

53 47 0

Avoid sharing private material 76 23 1

Other 2 26 72

Comments: The following question was posed: “Do you knowingly use any of the following services or strategies in order to protect your identity 
and/or information associated with you?” [Yes/No/No response]. The number of respondents was 954.

Of the respondents, 77 per cent stated that they did not use a VPN service, 89 per cent 
did not use browsers that did not save information or avoided tracking, and 92 per cent 
did not use encrypted communication. In other words, a large majority of our respond-
ents used a web browser on a regular basis that collected data and did not protect their 
IP address.

Practices and strategies that were more common among our respondents included 
disabling location services (58%), avoiding certain services that collected data (53%), 
and not sharing private material (76%). Other strategies described by the respondents 
included disabling Wi-Fi when not online, using a fictitious username, and not sharing 
biometric data like fingerprints.2 

The survey data indicates that practices for limiting or avoiding the sharing of pri-
vate data mainly comprised strategies such as considerations regarding where and what 
to share, rather than making use of technological tools and specific services. For the 
statement “caring about how data are collected is too complicated”, 48 per cent of the 
respondents disagreed. This indicates that for a large number of users in our sample, 
their reason for searching for and identifying strategies in Internet behaviour, rather 
than in technological solutions, was not because of the perceived complexity of caring 
about how the data was collected. 

In other words, the protective behaviours adopted by most of respondents were not 
“specific computer-based actions” (see also Milne et al., 2009) but were rather what we 
call avoidance behaviours. These results can be interpreted as an indication that techni-
cal solutions – such as VPN and less well-known web browsers – add to the difficulty 
of understanding what is happening behind the screen (e.g., in relation to algorithms). 
This may be one explanation as to why most users in our survey opted for avoidance 
behaviours rather than technological filters when they wanted to protect their privacy. 
Avoidance behaviours such as not sharing, self-censorship, and so on, imply that the 
user takes control (or experiences control) of the information. Technological solutions, 
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on the other hand, require a level of confidence and technical competence. In line with 
previous research on the topic, we interpret these results in terms of the “perceived 
efficacy” (Boerman et al., 2018; Rogers, 1975) – in our case, the choices made by most 
the respondents indicated a low level of confidence in their ability to protect themselves 
or to be effective when they used technological tools and solutions for data privacy.3 

The results may also suggest that our respondents – although they value their privacy 
and integrity online – are not unduly worried about the potential harm they may expe-
rience personally as a result of their data being harvested by online service providers. 
They appear to be equally concerned about protecting their data from other people, 
or, rather, being in control of what data they share and how and where they share it.4 
A consideration in favour of such an interpretation is that most of our respondents 
actually reported that they willingly and wittingly gave away some of their personal 
information. Most of the respondents (81%) stated that they sometimes shared pictures 
on social media. This is in line with Facebook (91%) and Instagram (81%) being among 
the platforms that were most used by the respondents, of which the majority reported 
daily use (58% and 57%, respectively). Sharing pictures is an important part of these 
platforms, particularly Instagram. At the same time, 76 per cent of the respondents in 
our study claimed that they avoided sharing personal data online.

Sharing material on social media has been an important aspect of the rise in self-brand-
ing, sometimes referred to as “personal branding” (Khamis et al., 2017). In the context 
of online surveillance, the proliferation of self-branding raises a number of questions. 
Does it contribute to enhancing acceptance among everyday social media users – like 
the respondents in this survey – to giving away their personal data online? After all, 
four out of five of our respondents claimed to share pictures online. In contrast, does the 
growth of self-branding make individuals more aware of what kind of information they 
are sharing? From this perspective, the claim by 76 per cent of the respondents that they 
avoided sharing certain private data could be seen as a conscious act of self-branding – a 
form of strategic sharing. In any case, our results indicate that sharing some personal 
information (such as pictures) is important to most of our respondents and sometimes 
overcomes their concerns about disclosing their personal information.

Other survey results indicate that these concerns may be at least partially ethical 
or ideological, rather than solely based on self-interest (a discussion largely absent in 
surveillance studies, according to Lyon, 2017). In discussions of the privacy paradox, 
it is typically assumed that people try to act rationally in order to further their own 
self-interest (e.g., Barth & de Jong, 2017; Gerber et al., 2018). According to one of the 
most-established descriptions of the privacy paradox, often referred to as the “privacy 
calculus” (Lee & Cook, 2014 Gerber et al., 2018), “a user is expected to trade the ben-
efits that could be earned by data disclosure off against the costs that could arise from 
revealing his/her data” (Gerber et al., 2018: 229). However, it is not only self-interested 
concerns that may make people opposed to being surveilled online. We asked the re-
spondents about the extent to which certain conditions would increase their acceptance 
of their personal data being stored and shared when they are online; the answers are 
presented in Table 2.

These results suggest that it is difficult to gain people’s acceptance of being subjected 
to online surveillance. Even if the conditions mentioned in Table 2 were met, this did 
not generally increase the respondents’ acceptance of having their information collected 
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and shared. Not surprisingly, with respect to increasing the respondents’ acceptance of 
such data being stored and shared, the conditions that scored highest were that they had 
given their consent to it and that society could benefit from it. Nevertheless, for both of 
these conditions, quite a high number of respondents (33% and 24%, respectively, for 
alternatives 0–4) did not think that they made the sharing and storing of their personal 
data more acceptable.

Yet, as we noted above, most of our respondents reported that they used well-known 
digital services such as Facebook and Google on a daily basis, with 79 per cent stating 
they used Facebook a few times a week at a minimum. This may be taken to indicate 
that although the respondents find online surveillance hard to justify, they do not con-
sider such surveillance first and foremost to be a threat to their own self-interest. It may 
simply be that they find it morally objectionable that service providers surveil people’s 
activities online (unless they have clearly received their consent).

If it is a correct interpretation that people often object to online surveillance on ethi-
cal or ideological grounds, rather than based solely on self-interest, the five tendencies 
identified above would seem less paradoxical. People can judge (in line with, e.g., the 
privacy calculus) that the benefits, in terms of self-interest, of participating on social 
media and sharing certain personal information, for example, in the form of photos, 
would probably outweigh the costs. But they can still consistently consider their privacy 
and integrity to be important issues and regard the surveillance policies of social media 
providers unjustified on ethical or ideological grounds. As noted above, the measures 

Table 2. Acceptance of personal data being stored and shared (per cent)

Condition 0–4 5 6–10

No        
opinion/ 

No answer

Most 
frequent 
response 

That it is required so that others 
can develop and give you access 
to desirable services.

49 16 24 11 0 (18%)

That you receive personal, cus-
tomised offers and search results 
(based on your previous online 
activities).

69 12 14 5 0 (30%)

That it facilitates some of your 
online activities (access to various 
services, online shopping, etc.).

51 15 29 5 0 (17%)

That you are able to consent 
to your data being stored and 
shared when you choose to use a 
certain service.

33 11 52 4 10 (14%)

That society can benefit from 
the data about you that is being 
stored (e.g., to combat criminality/
terrorism or achieve health 
benefits).

24 15 55 6 5 (15%)

Comments: The following question was posed: “To what extent would the following conditions increase your acceptance of your personal data 
being stored and shared when you are online?” [where 0 represents “not at all” and 10 represents “100%”]. For each condition, the table shows 
the percentage of respondents who marked, respectively, some of the response alternatives 0–4, response alternative 5, or some of the response 
alternatives 6–10 (or who reported having no opinion or chose not respond). It also shows the response alternative that was most frequently used 
for each condition and what percentage of the respondents that number represents. The number of respondents was 954.
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taken by our respondents to protect their privacy (i.e., avoidance behaviours) appear to 
be primarily directed towards other people, aimed at avoiding the wrong people getting 
hold of their sensitive or private information (by disabling position services and cover-
ing the web camera, for example). Willingly and wittingly choosing to share certain 
information and pictures on social media platforms may not seem risky to people in this 
respect, but they may still have other reasons for objecting to the collection and sharing 
of their data. 

In other words, acknowledging the full complexity of how human beings navigate 
the surveillance culture (to borrow Lyon’s phrase), incorporating ethical aspects and 
people’s often conflicting interests – for example, sharing information and photos among 
friends on the one hand, and protecting their privacy on the other – may shed new light 
on the privacy paradox and help gain a better understanding of people’s online behaviour.

Conclusions
The question of the relationship between surveillance and the attitudes towards it is 
indeed complex, and therefore warrants further attention. To summarise, we noted two 
general tendencies in our study: 

1. People are aware that their data are used to monitor, analyse, and predict their behav-
iour, which has advantages and disadvantages on both an individual and a societal 
level. 

2. People try to handle this insight to the best of their ability, using quite down-to-earth 
and non-technical countermeasures – adjusting their behaviour rather than using, for 
example, encryption and VPN.

Thus, the question of attitudes toward surveillance is not an easy or straightforward one, 
particularly not in contemporary society – if we accept the concept of an all-encompass-
ing “surveillance culture” (Lyon, 2017, 2018). The survey demonstrated how people 
regard data management as being both crucial and difficult to handle at the same time, 
although the results do not indicate that people surrender to apathy, neglect, or “data 
doxa” (Smith, 2018). There are many aspects to take into consideration in a society that 
is increasingly permeated by digital media and data collection and analysis, undertaken 
by corporations and authorities alike. There are many pros and cons associated with 
current developments, on both a societal and an individual level. Some people see an 
Orwellian dystopia à la Nineteen Eighty-Four looming large in a near future, in which 
state authorities and multinational companies are Big Brother. Others (still) see the 
opportunity to democratically connect and reach other people through digital media, 
or create and develop a personal brand. And others see the opportunity to solve prob-
lems – for example, health, terrorist, and climate-related issues – through the analysis 
of large amounts of data. 

On the one hand, we see how people adapt their behaviour in the knowledge that they 
are being subjected to surveillance. People avoid using digital media in certain ways or 
avoid certain services: they put a piece of tape over their web camera, they do not share 
content considered to be too private, or they disable location services. In other words, 
they adopt avoidance behaviour – rather than use VPN, encrypted communication, or 
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other technical solutions – in order to have a sense of control over their data.
On the other hand, we see how people appear to see no alternative to using the digital 

services that are available to them. If a large proportion of the population (i.e., friends, 
acquaintances, organisations, and businesses) use a specific service – for example, 
Facebook – people tend to use that service in fear of missing out on the community and 
information. Or, if companies provide easy-to-use and accurate services – for example, 
Google – people appear to think it is acceptable to trade their data in return for the 
benefits of using the services provided. 

An additional aspect relates to how data are used and how usage is restricted by dif-
ferent actors. People are more likely to approve of the use of their data if they are able to 
consent to such use or if the use of their data is for the common good. Academic research 
on health and climate change, for example, appears to be considered quite reasonable, 
whereas market analysis and advertising by commercial actors, or state-imposed intel-
ligence based on the very same data, are frowned upon. Users’ – at first sight paradoxical 
– way of handling privacy and data harvesting can indeed be partially interpreted and 
explained in terms of ethical and ideological considerations. 

Throughout history, people have been known to not be fully rational in relation to the 
unknown, not least in relation to novel technologies (e.g., Bauer, 1997; Brosnan, 2002), 
and the current realm of data usage is an unknown and complex territory for many – a 
territory we all try to navigate from our different understandings. In order to understand 
the ethics of data usage – or humans and human behaviour in general – in relation to data 
usage by different actors, not only do we need to take into account and acknowledge the 
complexity of the contemporary surveillance culture, we also need to take into account 
people’s experiences, attitudes, and interpretations of the same surveillance culture.

Funding
This article is part of a project (iAccept: Soft Surveillance – Between Acceptance 
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2016.0092). 

Notes
 1. Numerous explanations of the privacy paradox have been proposed in the literature (for an overview, 

see Gerber et al., 2018; Barth & DeJong, 2017) but they typically do not take into account the fact that 
people’s behaviour and attitudes may sometimes be partially explained by ethical or ideological con-
siderations

 2. In the survey, the respondents had the opportunity to provide responses other than those suggested in a 
list. 

 3. This aspect and the complexity of choices behind avoidance behaviours will be further investigated in 
our project through qualitative data (interviews).

 4. Approximately 41 per cent (alternative 6–10 on a scale of 0–10) of the respondents were concerned 
about other people getting hold of their data and 52 per cent were concerned about companies and other 
organisations getting hold of their data. 52 per cent of them were afraid that their data could be used 
against them.
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