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Abstract

Purpose – Children suffering from cancer or cardiovascular disease, who need extended periods of treatment
in hospitals, are subjected to multiple hardships apart from the physical implications, for example, experienced
isolation and disrupted social and academic development. This has negative effects long after the child’s
recovery from the illness. The purpose of this paper is to examine the non-medical needs of children suffering
from a long-term illness, as well as research the field of artificial intelligence (AI) –more specifically, the use of
socially intelligent agents (SIAs) – in order to study how technology can enhance children’s interaction,
participation and quality of life.
Design/methodology/approach – Interviewswere performedwith experts in three fields: housingmanager
for hospitalized children, a professor in computing science and researcher in AI, and an engineer and developer
at a tech company.
Findings – It is important for children to be able to take control of the narrative by using an SIA to support the
documentation of their period of illness, for example. This could serve as a way of processing emotions,
documenting educational development or keeping a reference for later in life. The findings also show that the
societal benefits of AI include automating mundane tasks and recognizing patterns.
Originality/value – The originality of this study concerns the holistic approach of increasing the knowledge
and understanding of these children’s specific needs and challenges, particularly regarding their participation
and interaction with teachers and friends at school, using an SIA.

Keywords Artificial intelligence, Socially intelligent agent, Children, Health, Long-term illness

Paper type Research paper

1. Introduction
Children suffering from a long-term illness are subjected to multiple hardships. Apart from
the physical implications of their condition, they can experience isolation, disrupted social
and educational development and the psychological distress of dealing with problems far
beyond their level of maturity. This is shown to have negative effects long after the child’s
recovery from the disease (van Dongen-Melman, 2000). Moreover, the concept of artificial
intelligence (AI; i.e. intelligence demonstrated by machines) has become increasingly popular
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over the last decade. One of many important aspects of AI is the development of artificial
social intelligence, which is slowly being integrated into society in several ways. Dautenhahn
et al. (2002, p. 1) define the field of socially intelligent agents (SIAs) as being “characterized by
agent systems that show human style social intelligence”. The authors also explain that SIA
systems could be seen as “different from multi-agent systems that (1) are often only loosely
related to human social intelligence, or use very different models from the animal world, e.g.
self-organization in social insect societies, or (2) might strongly focus on the engineering and
optimization aspects of the agent approach to software engineering”. However, in human
social activities, showing emotions is key for interactions. SIAs that can recognize a user’s
emotions and emotional expressions, as well as behave in a way that could be perceived as
socially and emotionally appropriate, can make an important contribution to achieving a
more “natural”, believable and enjoyable human–computer interaction. Further, they explain
that providing social artefacts as emotions and aspects of personality could be relevant in
practical contexts, “in particular when (human) trust and sympathetic evaluation are needed,
as in education, therapy, decision making, or decision support, to name only a few”
(Dautenhahn et al., 2002, p. 6).

Furthermore, in healthcare, for example, SIAs could be designed to reduce loneliness in
patients (Loveys et al., 2019). Furthermore, these systems can be built to support young and old
patients psychologically through the immediate recommendation of measures in addressing
their mental health, as well as assist their therapists in diagnosis (D’Alfonso et al., 2017).
Research has, for example, proven the positive impacts of using robots to support childrenwith
autism and teach them how to interact socially (Dautenhahn, 2003; Amanatiadis et al., 2020).
Thus, SIAs could impact healthcare andprovide quality of life for patients, particularly because
the number of patients in healthcare systems is increasing. The need for social interaction is
even more noticeable among children suffering from a long-term illness who miss out on their
ordinary school activities during long periods of treatment. Could an SIA assist children
suffering from a long-term illness in coping with the various non-medical challenges of their
situation? This paper aims to investigate the opportunities and challenges of using AI-based
SIAs for enhancing the quality of life of children with a long-term illness with regards to a
pedagogical perspective of social interaction and educational development. Further, the aim is
to investigate and assess the non-medical needs of children suffering from a long-term illness,
as well as research the field of AI and the use of SIAs in this context. In addition, the aim is to
investigate the opportunities and challenges for tech companies in developing, implementing
and producing AI products within this context for the market.

1.1 Research questions

RQ1. What is required to support children with a long-term illness and their non-medical
needs in order to enhance their quality of life regarding their social interaction and
educational development?

RQ2. How can AI-based SIAs be used in this context, and what are the social benefits?

RQ3. What are the opportunities and challenges when developing, implementing and
producing AI products for the market?

2. Background
Enjoyment of the highest attainable standard of health is one of the fundamental rights of
every human being. TheWorld Health Organization (WHO, 1946) defines health as “a state of
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complete physical, mental and social well-being and not merely the absence of disease or
infirmity”. It is therefore important to not only be treated for the impact of a disease but also
receive support for quality of life during and after a disease to ensure the well-being of the
individual. This includes treating the social and emotional effects. However, measuring
quality of life as a score in an individual is far from easy. In the case of children suffering from
a long-term illness such as cancer, thus far, no suitable index is available that is adapted to the
specific situation of children (Mulhern et al., 1989). In many studies, researchers utilized the
more general concept of health-related quality of life (HRQoL; e.g. Anthony et al., 2014; Al-
Gamal and Long, 2016).

2.1 Children and long-term illness
When a child is diagnosed with a long-term illness (e.g. cancer or severe cardiovascular
disease) and must stay in a hospital for long periods of treatment, they and their parents
experience a multitude of challenges. Several issues must be addressed when trying to
enhance a child’s quality of life in such situations (e.g. enduring painful and/or frightening
treatments). Ensk€ar et al. (1997) found that when children who had recovered from cancer
were askedwhat they did not like about being ill, they particularly referred to frightening and
painful treatments such as receiving injections or taking pills and being anesthetized.
Another issue concerns existential problems such as the fear of dying and the fear of relapse
(i.e. why did I get sick and not someone else?). A child who falls ill is not capable of
understanding that some things do not happen for a reason, and they might misunderstand
the situation and believe they are being punished for misbehaving or that their parents were
unable to protect them (Mattsson, 1972). Further, another issue is that when children are
suffering from a long-term illness and need to stay in the hospital for an extended period, they
lose access to their everyday life because they have been taken out of school and away from
their friends. Being in this situation, it is important for the child’s well-being to remain in
contact with their school and classroom teacher even if they have been hospitalized. Also,
when children fall ill, both their academic performance and social development suffer, even
though they are way ahead of their peers in some respects (e.g. dealing with hardships and
difficult questions about life and death).

2.2 Psychological effects of long-term illness
The psychological effects of long-term illness in childhood can affect the child’s life even after
recovery. Children who survive cancer, for example, have a significantly higher risk of
developing post-traumatic stress symptoms later in life (Barakat et al., 1997). Even if children
who have survived a serious illness are more prone to issues such as post-traumatic distress
disorder, they may also experience an enhanced perceived quality of life. In fact, their general
experience of school and life afterwards can be perceived as being better than those
individuals who were not ill during their childhood. However, receiving this second gift of life
can also transition into something calledDamocles’ syndrome. If children cannot recover their
sense of security, they continue to live in fear of relapse, which decreases their general feeling
of quality of life. One of the syndrome’s symptoms is that you cannot be truly happy when
you are living in constant fear. This condition has been noted in many survivors of childhood
cancer. The most effective treatment for reducing a fear of relapse is cognitive behaviour
therapy (Cupit-Link et al., 2018).

2.3 SIAs in healthcare and education
Asmentioned in the introduction, AI has been slowly integrated into society in several ways –
for example, as an SIA that people can relate to as a companion (Kiron and Unruh, 2019). SIA
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is referred to as a social machine that can communicate and interact with humans as well as
understand and relate to humans in a personal manner (Breazeal, 2002). Dignum (2016)
describes SIAs as systems whose behaviour can be interpreted by others as that of
perceiving, thinking, moral, intentional and behaving individuals (i.e. as individuals who can
consider the intentional or rational meaning of others’ expressions) and that can form
expectations about the actions of others.

In healthcare, humanoid robots are designed and often used by individuals at home or at
healthcare centres for improving their medical conditions (Choudhury et al., 2018). In various
areas of therapy, for example, the use of AI technologies is a burgeoning area that has seen
important developments over the last decade (Dautenhahn, 2003; D’Alfonso et al., 2017;
Luxton, 2014; Guerrero et al., 2016; Blusi and Nieves, 2019; Loveys et al., 2019). AI in the form
of SIAs is already under study as a therapy, particularly for childrenwith autism and children
with Asperger’s syndrome. Dautenhahn (2003) found that children interact with a social
agent, in this case a robot, as if it were a real person or an animal. However, D’Alfonso et al.
(2017) suggest that it is easier for some individuals to share their more private thoughts and
questions with a machine than a person because the machine is perceived as being a more
neutral agent. The use of SIAs in therapy with young people has been tested as an online
interface for young people with psychological issues. In this particular case, the application
used AI in the form of natural language processing to analyse the sentiment and wording
when a patient described a problem. In this case, the SIA was able to instantly recommend
action not only based on the described problem but also the emotions expressed by the
patient in order to support them with their problems. Examples of such measures include
mindfulness exercises, insight into why the problem occurred and so on (D’Alfonso
et al., 2017).

2.4 AI and education
Research on socially engaging robots in education has focused on, for example, teaching
processes, the incorporation of robotic-based engagement methods and how the robots might
approach the effectiveness of human tutors or as peer learners (Belpaeme et al., 2018). In one
study, Brown and Howard (2013) investigated the process of embedding social interaction
within a humanoid–student learning scenario in order to reengage children during high-
demand cognitive tasks. They found that by monitoring and acknowledging the beginning
and end of tasks, the robot support was able to decrease idle time and maintain the subject’s
attention. However, the lack of understanding of the robot’s actions among some of their
informants were interpreted (by the informants) as the robot not giving any feedback. This, in
turn, was perceived as an unpleasant learning experience (Brown and Howard, 2013). The
positive emotional feedback from robot to child is, in general, important for the learning
experience (Davison et al., 2021; Ahmad et al., 2019). In a review study on the potential of
social robots in education and the technical challenges, as well as how the robot’s appearance
and behaviour affect learning outcomes, Belpaeme et al. (2018) found that the most popular
robot of the analysed 309 study results was the Nao robot (i.e. a 54-cm-tall humanoid robot).
Moreover, the Nao robot has almost become the de facto platform formany studies in the area
of using robots for learning purposes. However, various robots became popular over time
once a particular hardwaremodel first became available. Further, Belpaeme et al. (2018) found
that the use of social robots in education includes a variety of robots assigned to various
roles – for example, the robot as a tutor or a teacher, the robot as a novice (i.e. allowing the
student to take on the role of an instructor) or the robot as a peer or a learning companion for
humans. Hence, social interaction requires the seamless functioning of a wide range of
cognitive mechanisms; in addition, building artificial social interaction requires the artificial
equivalent of these cognitive mechanisms and their interfaces. Further, theymean that this is
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why artificial social interaction is perhaps one of the most formidable challenges in AI and
robotics (Belpaeme et al., 2018).

Nevertheless, the development of AI, specifically regarding SIAs, is also facing several
challenges. Luckin (2018, p. 3) states that our world is increasingly being augmented by AI
but that “there is a risk that our impoverished evaluation of human intelligence is leading us
to over value the intelligence manifested in the latest technology and that we put at risk the
future of humanity because we’re not judging wisely the evidence of what is happening
around us in our world”. Tegmark (2017) stresses the importance of discussing the future of
AI in relation to the role of humans regarding the limitations of our intelligence in making
informed conclusions and how humans will use AI. Furthermore, Luckin (2018) argues that
we could useAI in our continued endeavour towards intellectual growth, but it is important to
focus on learning and what we learn when using AI in various ways. The author also
emphasizes that the concept of learning is the reason whyAI can be perceived as threatening.
Further, the author argues for the importance of remembering, in that AI does not grow tired
of learning and that it is always improving. Thus, we must also accept that it is crucial to
develop and use AI in a responsible manner (Dignum, 2019).

Concerning the perceived self-efficiency in human beings, Bandura (1982) argues that
higher levels of perceived self-efficacy are related to higher levels of performance. Luckin
(2018) states that if we think about the essence of AI and how it is developed, the most
important aspect is the design process through which the problem to be solved by AI has
been clearly stated. However, trustworthiness is still a problem, and the author would not
trust any teacher, AI or human who is unable to explain why they made a particular decision
about something. Also, current AI systems are incapable of explaining their decisions
because they have no metacognitive awareness. However, Dignum (2019) states there are
major expectations regarding the potential of AI in helping solve many current problems and
supporting well-being. However, there are also growing concerns about the role of AI in areas
such as social inequality, job losses and warfare. In line with Luckin (2018), Dignum (2019)
also stresses the importance of understanding what AI is, what it is not and what it can do.
The positive use of AI must be ensured in ways that contribute to well-being and that align
with our principles, priorities and values. Furthermore, the author believes we have to design
ethically alignedAI systems that we can trust and that the following questions are important:
why we design them, how to design them and who is involved in designing them.

In addition, the ongoing digitalization and rapid technological and societal changes also
affect the education sector and impose new demands on education and how teaching and
learning should be designed. In this field, the use of robots has a fairly long history, and,
according to Serholt (2017), it is growing rapidly. However, the development of AI in the
context of K–12 education has been criticised by Dreyfus and Dreyfus (1988), who raise
concerns about developing intelligence traits in AI such as common sense, natural language
and self-awareness. Luckin (2018) argues that it is not possible to develop an AI teacher that
can relieve the human workload. However, it is possible to design AI tools that can support
teachers in developing these elements of intelligence more effectively. It is therefore essential
that trained teachers are included as key partners in the design of educational AI-based
systems. It is these teachers who really understand what is to be taught, how their students
learn and what types of systems are likely to work in most educational settings. Further,
Luckin (2018) states that, in this increasingly AI-dominated world, it is of great importance
that we provide education about AI because people need to understand enough about AI and
human intelligence so as to effectively work with various AI-based systems. Moreover,
everyonemust be involved in discussions about whatAI should and should not be capable of.
In addition, an AI curriculum must be designed for the purpose of building the next
generation of AI systems. According to Luckin (2018), the combination of other technologies
such as virtual reality (VR), augmented reality (AR) and AI can support students with
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physical and learning disabilities in engaging with virtual environments. This means
participating in activities that would have otherwise been impossible for them. Also, AImight
be used to interact with and respond to other users’ actions in ways that feel more natural,
even if it is in a virtual world. For example, AImight help childrenwho have been hospitalized
connect with their friends and school.

In a study by Hrastinski et al. (2019), teachers stated there is an extensive need for
professional development if teachers are to become capable of using, for example, SIAs in
K–12 classrooms for teaching and learning activities. Belpaeme et al. (2018) found that
introducing social robots in the school curriculum also poses a logistical challenge. However,
in the study byHrastinski et al. (2019), the teachers had limited understanding ofwhat AI is in
general, and it was difficult for them to imagine how to use it in the classroom. However, they
envisioned that AI and SIAs could be useful for individualising education. Hence, the
increasing use of technologies in education in general and the benefits of SIAs in particular
could be related to (1) research regarding hospitalized children suffering from a long-term
illness and treatments and (2) to the fact that they often suffer from a perceived sense of
isolation (Barakat et al., 1997). Could it be possible to help these children copewith the various
non-medical challenges of their situation using SIAs in order to increase their virtual
interaction and participation with school and enhance their quality of life by replacing a
perceived sense of isolation with a sense of participation? What are the opportunities and
challenges?

3. Theoretical framework
The theoretical framework used in this study is based on activity theory in which motives,
goals, actions and operationalization are key starting points (Leontiev, 1986) with specific
regard to the analysis process of the environment in which children suffering from a long-
term illness are found when they have been hospitalized. Activity theory is a conceptual
framework and has been used in psychology for analysing the work environment and, more
recently, in the development of human–computer interfaces (Kaptelinin et al., 1995). Activity
theory embraces an understanding and exploration of a context related to how social
relations and materials, tools and intentions affect acting in various situations. Nardi (1996)
explains that, in activity theory, it is important to investigate the role that a tool or artefact
plays in everyday life – for example, in the case of this study, a child suffering from a long-
term illness and hospitalization. Furthermore, Leontiev (1986) not only integrated the
individual’s actions but also group actions within a social system in which the individual is in
focus (i.e. the child) but is understood in relation to an activity system (e.g. in this study, the
context of children’s hospitalization and the use of SIAs). Using activity theory as a
theoretical framework helps make sense of the interplay between social relations, materials,
tools and the stated motives in a situation (i.e. operationalization of the use of SIAs) in the
context of hospitalized children. Activity theory also supports the understanding of the role
of the artefact or, in this case, the use of an SIA, within the activity system (Nardi, 1996). Thus,
activity theory is based on the notion that human thinking can only be understood in the
context of meaningful, goal-orientated and socially-determined interaction between human
beings and their material environment. It divides an environment and its interactions into
motive, goal, actions and operationalizations (see Figure 1).

Figure 1.
Analysis criteria
within an activity
system
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The concept ofmotive concerns the purpose of the situation and is the object of an entire
activity system. It is human needs that motivate human activities. The concept of goal is the
object towards which human activities are directed. The goal of an activity can often be
divided into several sub-goals and organised into a hierarchy of goals and sub-goals. The
concept of action concerns actions directed at achieving the goal(s). These actions can be
external, in which the subject acts on the environment, or internal, in which the agent acts on
itself. Operations do not have their own goals but adapt actions to the current situation and
then implement them.

4. Methodology and methods
4.1 Participants and study context
A qualitative approach was adopted for this study in order to explore and expand the
understanding of children’s needs when suffering from a long-term illness and being
hospitalized. This is in relation to how AI-based applications such as an SIAmight cope with
the various non-medical challenges of their situation and the opportunities and challenges
they might offer for enhancing the children’s quality of life with regards to a pedagogical
perspective of social interaction and educational development.

Three sets of qualitative interviews with experts in various fields of knowledge were
conducted in order to gather more knowledge about children’s needs in relation to the use of
AI-based SIAs. To take a holistic approach, this study applied a purposeful samplingmethod
(Patton, 1990) inwhich three experts in three separate fieldswere selected for the study: (1) the
housing manager for hospitalized children as an expert with practical knowledge of
children’s specific needs when suffering from a long-term illness; (2) a professor in computing
science and a researcher in AI specializing in how individuals interact with AI and with
expertise in the field of medicine and health as an occupational therapist; and (3) an engineer
and developer at a tech companywith experience in implementing cutting-edge technology in
multiple fields on a commercial level and in the field of AI. The interviews adopted a semi-
structured form in order to capture the exploratory approach of this research study (Fontana
and Frey, 2005). Each interview lasted about one hour and was recorded and transcribed
verbatim.

Children suffering from a long-term illness could be described as a vulnerable group that
must be handled with extra special care. As in this case, many studies have therefore used
adults so as to shed light on children’s perspective on themselves and their lives (Moinian,
2007). Illuminating a child’s perspective from an adult’s viewmeans paying attention to what
the consequences are for various political decisions or what experiences are contained in the
diverse positions that children are allowed to take in a particular society (Halld�en, 2003).
Qvarsell (2001) describes that the concept of a child’s perspective is used in various ways in
debates about schools and preschools and sometimes from the viewpoint of professionals
with experience working with children. Further, Halld�en (2003) argues that the child’s
perspective becomes something beyond reproducing children’s perspectives on various
phenomena. The purpose of the interview with the housing manager, in this presented study,
was to further the understanding of the special needs that children suffering from a long-term
illness have with regards to their non-medical needs, such as social and educational
development. The housing manager has years of experience working with children suffering
from a long-term illness and is regarded as an expert within this area; thus, she represents the
children’s view on their needs (i.e. illuminating a child’s perspective described above). The
semi-structured interview guideline with the housing manager was constructed around
challenges addressed in research regarding these children, such as (1) dealing with difficult,
frightening and/or painful treatments, (2) existential problems, (3) losing context and (4)
missing out on social and educational development. The interview also focused on what the
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staff at the housing were doing to support the children who live there. The manager’s first-
hand experience of these children was valuable, particularly since it provided this study new
insight not only into the struggles that the children faced but also the techniques the staff use
and what they had developed to support these children.

To increase understanding from a researcher’s perspective, the interview with the
researcher (i.e. an expert in AI and specifically SIAs) focused on the opportunities and
challenges when developing and implementing AI in general and SIAs in particular. In
addition, the purpose was to investigate the current state of AI research and the direction in
which it is heading, as well as examine the ethical aspects of developing an SIA that can
interact with hospitalized children, for example. Also, the interview was intended to further
this study’s understanding ofAI from a practical perspective, aswell as regarding the current
state of the art. The interview questions addressed to this expert were about what we can and
cannot do with AI technology, where the research community is directing its efforts and how
to drive technological development further. Several aspects were discussed in the interview
such as the ability to build trust with humans, respond to emotions and motivate humans. It
was confirmed that these capabilities are not possible at present but are currently under
investigation.

The purpose of the interviewwith the engineer at the tech companywas to investigate and
further this study’s understanding of previous research, as well as the results from the
inerviews with the housing manager and the AI researcher. This shed additional light on the
important considerations that exist when practically implementing “new” technology and
obtaining a market perspective on using AI in current production. In addition, the purpose
was to add the market perspective concerning how the market is very focused on trying out
new technology, although there is the ever-present struggle of scaling up into products that
are actually in the hands of end users.

4.2 Data analysis
The data collected in this study were first coded into emerging categories based on the key
concepts of activity theory as the four nodes ofmotives, goals, actions and operation (Leontiev,
1986) and then into emerging themes within the three fields of expertise (see Table 1). First,
the interviews were analysed concerning how the participants described the intentions and
practical implementation within their specific field of expertise (e.g. motives, goals, actions
and operations). The data were sorted in a table (see Table 1). The interviews were then used
in comparison (i.e. triangulation) as a data set for analysing the emerging themes between the
three fields (e.g. children’s needs, SIAs [i.e. AI] and implementing and producing AI
technology within the business sector). Thematic analysis (Ely, 1991) was used to identify
key themes and emerging patterns within the framework of activity theory (Leontiev, 1986)
so as to construct understanding and meaning from the collected empirical material. The
iterative process could be described as encoding qualitative information to assist the
researcher in their search for insight, and it includes two perspectives: “seeing” and “seeing
as” (Boyatzis, 1998).

After analysing the data using the key concepts of activity theory within all three fields, a
thematic analysis was conducted to extract knowledge from the data and produce
comprehensive results. Creswell (2013) describes the process of “seeing as” as searching for
repetitive patterns of meaning (i.e. significance) in qualitative data. Within this process, the
various stages include (1) data reduction (coding), (2) data presentation (thematization) and (3)
data summation, the latter in the form of conclusions and verification. Ely (1991) describes a
theme as a definition of either utterances that all participants in a study make or as a single
statement of an opinion that has great emotional or actual significance. The various stages of
constructing meaning or seeing, as in this study, were made by searching for signs and
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patterns on a more abstract level in participant utterances regarding what they explicitly or
implicitly stated in their interviews. These iterative processes of constructing meaning of the
empirical data through the lens of activity theory then shaped the emerging themes in the
material, as presented in the Findings section.

5. Findings
The findings are divided into three emerging themes: (1) taking control of the narrative, (2)
developing AI and SIAs for enhancing the quality of life for humans and (3) implementing and
producing AI-based products. The first theme is about the children’s overall situation when
they were hospitalized, as well as their specific needs. The second theme applies to the
research community and the development of AI-based SIAs. The third theme addresses the
business and market perspective when implementing and producing AI products.

Theoretical
concepts

Fields of
expertise Examples derived from the empirical data

Motive Children’s
needs

All children are to receive equal care
Ensuring that the period of illness is as easy as possible for the children
and their families

AI-research Enhancing the quality of life of humans, to make us generally happier
and our lives better

Business
sector

Overall interest in developing AI in society due to its huge potential
within multiple fields

Goals Children’s
needs

Focus on what is healthy about the children instead of what is not
Keep their sense of normality as much as possible

AI-research Enable machines to interact with us socially in order to develop from
where we are today

Business
sector

Identifying the right applications and perfecting the technology

Actions Children’s
needs

Providing accommodation in which families can live together in a
reasonably normal and comfortable environment
Reminding the children of what they can do rather that what they
cannot do
Reminding the children that therewill be an end to their illness and a life
afterwards

AI-research Keep entire factories of machines and no humans, into a society in
which AI-agents can operate between us

Business
sector

AI works very well in confined environments on specific tasks, such as
learning to recognise patterns and predicting errors in systems, but is
less capable of recognising different contexts and adapting to them

Operations Children’s
needs

Providing activity roomswith activities such as TV, climbingwalls and
table tennis where families can meet and play
Arranging activities such as barbeques or games, where anyone who
wants to can join in

AI-research Getting our pizza, cleaning the streets, becoming our companions
Gathering input through cameras, speech and text and drawing some
knowledge from the input
Interpreting human emotions on a low level
Keeping data on a person and adjusting to their preferences
Working in environments using a specific set of rules and actors

Business
sector

ImplementingAI-based products in themarket is actually about having
people using the products in their private and working lives
Adaptation in a business working process

Table 1.
Examples of coding

and analysis using the
activity theory

theoretical framework
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5.1 Taking control of the narrative
Enhancing the quality of life of children suffering from a long-term illness during the specific
period of an illness must be made as easy as possible. However, there are many things that
cannot be changed – for example, when a child must receive treatment and attend a hospital
and it is not possible to shield them from the severity of the situation. Even when children are
ill, they still need stimulation, interaction with their friends and school and stability, just like
healthy children.

5.1.1 Keeping a positive attitude and focusing on the healthy part of life. According to the
housing manager, when staying in accommodation near the hospital, it is important for
these children to focus on what is healthy. This means distracting their focus away from
the illness – for example, removing their focus on what they are no longer able to do and all
the bad things that could happen. It is important to focus on what the children are able to
do and what is good in life in order to maintain their motivation and increase their quality
of life. According to the housing manager, focusing on the healthy parts of life could
include the following: whether a child can still climb, make a phone call or participate in
video sessions with their friends, interact with teachers and friends at school and so on.
The importance of keeping a positive attitude is intended to help the children feel as happy
as possible under the circumstances and combat their illness. Focusing more on what is
healthy than on the illness itself also means reminding the children there will be an end to
the illness and that much of what they left behind when they were admitted to the hospital
will still be there once they are discharged. According to the housing manager, this is
achieved not just verbally but also by letting the children maintain their activities and
have contact with their existing school context, if possible, so as to prevent them from
feeling too overwhelmed by the many changes that form part of a long-term illness. Trying
to stay positive appears to be good for maintaining motivation. Like anyone else who
experiences difficult times, it is important for children to have the opportunity to process
their emotions and thoughts. A child may feel threatened if they get a disease for no reason
at all and vulnerable because their parents cannot protect them from the disease or explain
what is going on. They may also feel confused about being removed from their usual
school setting.

5.1.2 Motivation and support. Children need motivation so they can handle the challenges
of a severe illness. This can come inmany forms. According to the housingmanager, one way
is to use incentives by giving the children something to look forward to after completing a
difficult course of treatment. For example, “When you return, we can play this game”.
Another solution was to provide a certain type of accommodation – that is, an environment
that does not resemble a hospital at all. This type of accommodation can provide a homely
environment that is regarded as being as normal as possible and in which the children can
simply have fun, engage in activities and participate in various activities (i.e. “somewhere to
return to when the treatment is over”).

5.1.3 Keeping the school context. Keeping the family together is important for children as
they will need the support of those closest to them. The housing manager stated that it is also
important for a child’s well-being to keep their social school context, such as staying in touch
with the activities in which they had previously participated before they became ill, as well as
the teachers and friends at school whom they had to leave behind when they were
hospitalized.

5.1.4 Networking with other children and families in the same situation. It is not only
beneficial for children but for the whole family to meet other children and families in the same
situation and at various stages of their illness. It is important for parents to be able to
exchange their personal knowledge and experiences of the process with other parents. It is
also important for the children to continue their social interaction and development by
developing a new social context and playing with other children in the same situation.
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5.1.5 Digital storytelling.The housingmanager stated that certain kinds of digital tools can
help children take control of their situation by means of writing their own narrative,
processing their thoughts and documenting their period of illness. This is in line with
research highlighting the importance of focusing on what is healthy and what the children
can do, namely taking control of their narrative and processing this through activities.
According to the housingmanager, children can use a digital tool as a diary and create a story
about what their illness was like. Also, if they are able to take the data homewith them later, it
can be a helpful memory as they can continue the process of returning to normal life – for
example, once they have returned to school and can talk to their friends about their
experience.

Thus, creating opportunities for children to tell their own story will help them deal with
and handle these issues by taking control of their narrative. According to the housing
manager, one example is trying to make the child feel like a “hero” of their own stories, not a
victim. This allows the child to experience all the feelings that might arise, both positive and
negative, without letting the situation bring them down. It is also important to realize that
children often prefer to process their emotions through play and activity, not through direct
discussion. Thus, it could be important to take a more indirect approach while helping and
supporting them to process their emotions, compared to an adult, for example. According to
the housing manager, initiating activities such as painting and playing, which might allow
the children to process their emotions and feelings during these activities, is a better option
than introducing a direct discussion. Children’s books and storytelling about the specific
topics with which the children are dealing could also support this need.

5.2 Developing AI and SIAs for enhancing the quality of life for humans
According to the AI researcher, the overall motive for developing SIAs is to enhance humans’
quality of life in order to make us generally happier and our lives better. The respondent
stated that “we need to enable machines to interact with us socially in order to develop from
where we are today, where we can keep entire factories of machines and no humans, into a
society in which agents can operate between us – for example, getting our pizza, cleaning the
streets and even becoming our companions”. The AI researcher stated that developing
machines that can understand social cues and adapt to contexts and environments is not an
easy task but one that the research community is set on solving.

5.2.1 Current opportunities concerning SIAs.Over the last 30 years, researchers have been
focusing on multiple fields within AI, such as machine learning, computer vision and
knowledge reasoning and so on. These fields have been developed separately, and each field
has useful algorithms and methods. There are systems that successfully recognize images,
reasoning diagnosis systems and skilful walking robots. However, various technologiesmust
be used in combination to create SIAs. According to the interviewed AI researcher, SIAs can
currently be integrated into an overhead multi-agent system to make them mimic a human’s
way of adapting to situations and learning from interactions, although only to aminor extent.
Further, the AI researcher explained that the following abilities have been developed today:

(1) Gathering input through cameras, speech and text and drawing some knowledge
from the input

(2) Interpreting human emotions on a low level

(3) Keeping data on a person and adjusting to their preferences

(4) Working in environments using a specific set of rules and actors

Consequently, AI performs well, particularly with repetition and patient teaching. For
example, an SIAwill never get tired or boredwith a child’s questions and can give them all the

Children
suffering from

a long-term
illness

403



time they need to learn, whereas a human teacher has limited resources in terms of time and
stamina. It is also possible to add play in an SIA with the purpose of making learning more
fun and interactive.

5.2.2 Current challenges concerning the development of SIAs.TheAI researcher stated that
challenges remain on all levels when developing SIAs, from the act of gripping a cup lightly
with a robotic hand, to seeing and avoiding hitting a person or item of furniture whenmoving
around, to properly engaging in conversation with a human with all of the context switching
and social cues that this entails. Currently, AI can interpret expressions of human happiness,
distress and so on to a certain degree. However, SIAs are limited in their capacity to meet and
respond to these expressions in a satisfactorymanner. Unlike humans, they are not yet able to
analyse the character, context and personality of a person theymeet and adapt their response
to these parameters.

5.2.3 Ethical aspects. According to the AI researcher, there are several ethical aspects to
consider when developing AI-based SIAs. Firstly, storing data that are gathered and stored
by a SIAwhen interacting with and/or supporting a person must be taken into consideration.
Sensitive personal data, such as data on individuals with disabilities or mental disorders,
could be identified by the SIA and could therefore also be used against the person.
Consequently, it is important to define the SIA’s agenda. Also, the respondent stated that
some of the knowledge gathering that is possible today could result in the implementation of
an unintended control structure. Moreover, the AI researcher stated there are other ethical
aspects to consider concerning children suffering from a long-term illness in relation to the
use of SIAs. For example, an AI-based SIA must be developed to provide a trustworthy and
accurate representation of the world and the child’s social context. The AI researcher stated
this is particularly important as children are learning about the world through interactions
with their physical environment, including the SIA: “if a child hits a robot, for example, the
child must enforce the social norm of not breaking things or causing harm by teaching the
child that this type of behaviour is not acceptable. At the same time, it is also important to
teach children that a socially intelligent agent is only an object, and that there is a difference
between a socially intelligent agent, a dog and a human”. Furthermore, “if the robot breaks,
you don’t have to grieve as you would grieve for a human”. Thus, when helping children to
express themselves and handle their emotions, an SIA is not capable of managing this in the
sameway as a human. However, a SIA could virtually interpret any input, log it as an emotion
and give some sort of confirmation, and it could also log a child’s emotions over time as part of
the documentation if the child were to communicate this to the SIA. In such cases, a child and/
or their parents would have the opportunity to review the child’s condition over a certain
time frame.

5.2.4 The future of SIAs.TheAI researcher stated that the research community is working
on solving current challenges in the development of SIAs – for example, building trust with a
human, building companionship with a human and managing various contexts, actors and
environments competently by adapting to and learning from each interaction using
knowledge from previous interactions. Further, she explained that AI researchers are
attempting to solve these challenges and that their goal is to try and combine various AI
technologies into the development of a true SIA. Moreover, the AI researcher explained that
researchers have developed methods for solving these issues so that SIAs can work among
us, cooperate with us and perhaps even be our companions.

5.3 Developing, implementing and producing AI-based products
There is an overall interest in developing AI in society due to its huge potential within
multiple fields. However, there are still certain challenges in identifying the right applications
and perfecting the technology. When transferring a concept developed by the research

IJILT
38,4

404



community to the business sector, many other problems emerge when transforming it into
something people can use on a larger scale. When interviewing the employee of the tech
company about the state of AI in themarket, he stated that “while AI is currently an emerging
trend in the tech industry as many people are able to see its potential, its implementations are
not yet universally used”. The respondent stated that the technology on the market needs to
be further developed in order to become transformed into more general products to a greater
extent. He also stated that AI works very well in confined environments on specific tasks,
such as learning to recognize patterns and predicting errors in systems, but is less capable of
recognizing different contexts and adapting to them. The employee of the tech company also
explained there is a need for culture change in a company if the technology is to be
incorporated as desired, especially if it is to be on a larger scale. Here, the employee of the tech
companymeans that implementing AI-based products in themarket is actually about having
people use the products in their private andworking lives. For example, an employee could be
concerned that a product might make them unemployed because it has taken over some of
their tasks, whereas they may actually get the time to perform other tasks to which they are
more suited, such as meeting and interacting with people. The employee of the tech company
also stated how there might have to be adaptation in a business work process – a process that
employees may have been using for many years. When trying to convince employees to use
new technology, it is also important to assess the existing culture at the company when a
decision is made to introduce new technology.

6. Discussion and conclusions
In this study, three separate interviews were conducted in three fields, with an expert
within each field trying to adopt a holistic approach. This study also investigated their
experiences concerning the opportunities and challenges of using AI-based SIAs in
enhancing the quality of life of children with a long-term illness, particularly with regards
to focusing on avoiding a perceived feeling of isolation and increasing the children’s
participation and interaction with teachers and friends at school. Further, the aim was to
investigate the non-medical needs of children suffering from a long-term illness, as well as
research the field of AI and the use of SIAs in this context. Also, this study aimed to
investigate the opportunities and challenges of implementing and producing AI products
by tech companies within the business sector. This study only involved a small number of
participants, which naturally made it impossible to make generalizations. However, each
interviewee was an expert within their field. The interviews lasted for around 90 min.
Analysing the empirical material based on activity theory and thematic analysis was
regarded as particularly useful for the first interview, in which the environment of children
suffering from a long-term illness and their needs was investigated. Regarding the analysis
process for the other two interviews, it was decided to partially combine the use of activity
theory in particular with a more general analysis of the current market. This was in order to
obtain information and map the extent of developments in the field of AI and, more
specifically, the field of SIAs, as well as the opportunities the technology can offer. The
employee at the tech company stated that when building systems such as AI and SIAs that
could be designed to carry out tasks currently performed by humans, his company noted
that a number of employees could become worried about losing their jobs, or the company
concerned might not yet possess a culture that is capable of accepting this kind of
technology. This is in line with the findings of Luckin (2018) regarding the concept that AI
can learn from data collected, which could be why humans might perceive AI as
threatening. This in turn indicates that it is important to develop the technology in close
collaboration with society in order to achieve actual societal improvement, as well as
prepare people for the ongoing developments.
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The results that emerged from this study regarding investigating the specific needs of
children suffering from a long-term illness and how it might affect their interaction and
participation with school and friends can be compared with the results of previous research
because the perceived problems have been described in various research articles (e.g.Mattsson,
1972; Ensk€ar et al., 1997; Barakat et al., 1997; Cupit et al., 2018). However, there was one
exception, namely the perceived feeling of isolation. A perceived feeling of isolation concerns a
feeling of being kept away from school, friends and family while being hospitalized during
treatment of an illness. In this study, it could be interpreted that the special home-form housing
design for sick children is reducing the perceived feeling of isolation because it offers collective-
style living in which both children and parents meet other children and families in the same
situation as themselves (cf. Cupit et al., 2018). The results that emerged from the two interviews
with the AI researcher and the employee at the tech company furthered this study’s
understanding, constructed an understanding and provided a lot of insight into this area from
another perspective. Knowledge on the current state of the field and its directionwas confirmed
by both the AI researcher and the tech company employee, who stated that SIAs are regarded
as having almost unlimited potential but are not quite ready to be used by humans to any great
extent. It could also be perceived as disheartening that the technology has not reached a point
where it is capable of socially interacting with people and fulfilling their needs – for example,
the specific needs of participation and interaction with the friends and school of children
suffering from a long-term illness who have emerged in this study.

The quality of life of severely ill children, such as children with cancer, has only begun to
be studied in recent decades because more and more children are surviving today compared
to 20 years ago (Barakat et al., 1997). When we gain more knowledge about their specific
needs and the problems they face, particularly regarding participation and interaction with
teachers and friends at school, as well as how to meet these needs, their lives will be much
healthier and improvedwhen they recover and grow up. This could, in turn, benefit society as
awhole. The societal benefits ofAI today include automatingmundane tasks and recognizing
patterns. AI is also useful for tasks that take time and patience and that are repetitious. AI
never gets tired or bored. However, the definition of a mundane task is evolving. A few
decades ago, it might be screwing caps on toothpaste tubes. Today, for example, AI can drive
our cars back and forth to school or work.WhenAI is able tomanagemore complex tasks, we
are better able to free up time to manage the things that we cannot yet rely onmachines to do.
Luckin (2018) states that AI technologies cannot themselves produce a rich repertoire of
intelligence available to humans. This is mainly because AI does not understand itself and
cannot explain or justify its decisions; further, it has no self-awareness. However, the
combination of voluminous data and well-designed AI can support us as humans in tracking
the way in which our intelligence is developing (Luckin, 2018). Where the development of AI
will finally end up is another discussion entirely. A question that could be asked is whether it
would be societally beneficial for an SIA to help children interact with teachers and friends
and participate in schoolwork when dealing with severe illness. Naturally, a child’s basic
needs are warmth and support from humans. However, that does not necessarily mean they
cannot benefit from digital support in the form of help in explaining treatments, processing
activities and encouraging the children to adopt healthy coping techniques (e.g. SIAs).

Today’s children are growing up in a social reality that moves between home, school and
other spaces where they meet friends; some are physical spaces and some are virtual. Giddens
(1997) states that the individual and society have been connected on a global level for the first
time in the history of humanity and that these changes in personal life are related to the
individual’s social engagement. The rapid development of new technology (e.g. AI and SIAs)
and other advanced technologies (e.g. AR and VR) provides completely new opportunities for
experiencing interaction and reality in new ways and mixing both the digital and physical
worlds. When children are affected by a long-term illness, they are subjected to multiple
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hardships. They lose their everyday context (e.g. school) when they are hospitalized and will
sometimes have to move for extended periods to another city in order be closer to specialized
treatment. They struggle with questions regarding life and existential issues that are well
beyond their maturity level, and there is a risk of losing out on social development. They also
might have to endure difficult treatments and physical complications. The opportunity to
design AI as truly intelligent social agents is something researchers are trying to achieve, for
example, by developing ways for an SIA to build relationships and trust, cooperate
dynamically with humans and work independently and freely in society. The potential for
providing children with AI-based tools in order to experience what they may otherwise not
have been able to experience, with the aim of providing interaction and participation for
continuing their daily activities within the school context and trying to avoid a feeling of
isolation, could strengthen their participation and inclusion in school activities and potentially
counteract some of the negative effects of severe illness. However, current technology is limited
to confined environments and specific rules. AI can take input and draw knowledge from the
input, but it cannot produce more than amoderately intelligent response. Thus, building anAI-
based system that will support children as a true SIA in the ways identified in this study is
currently not technologically possible. However, regarding development and implementation
on a smaller scale, building digital applications for assistancewhen children are facing illness is
a concept that offers many opportunities and that has great potential. For example, as
suggestedby the housingmanager, somekind of digital diary could potentially engage children
in documenting their period of illness, and this could serve as a way of processing their
emotions and retaining them as a reference for later in life. It could also be used to explain life as
a hospitalized child. An AI-based SIA could help to explain treatments and their effects
repeatedly to children without ever tiring or getting bored. This technology might therefore
help children stay connected to their school, teachers, classmates and friends. Hence, this could
prevent or reduce the feeling of isolation and, in turn, enhance their interaction and
participation with their school and friends, as well as their overall quality of life when they are
hospitalized.

7. Limitations and future research
This paper presents a pilot study conducted with the purpose of filling the gap of knowledge
regarding the understanding of how AI-based SIAs might support children who suffer from a
long-term illness when they have been hospitalized for extended periods with regards to
interaction and participation with their school and friends. However, some limitations must be
considered. For example, further research should extend the interview series to include more
participants from the various areas studied: children’s needs, SIAs and implementing and
producing AI. Currently, experts have been interviewed. However, extending the number of
participants to include children and their parents would illuminate their situations and
experiences. Nevertheless, this study illustrates the challenges and proposes conceptual
solutions, andwe conducted it with the purpose of exploring and expanding the understanding
using a holistic approach regarding experts’ experiences on how AI-based SIAs might help
children suffering from a long-term illness who have been hospitalized.

One methodological issue concerns the use of activity theory and the thematic analysis
approach in the analysis phase. The study might have achieved different results if, for
example, a more theory-driven analytical approach had been applied. However, in the
analysis phase, the concepts of activity theory (Leontiev, 1986), in combination with thematic
analysis (Ely, 1991), were chosen as they were useful for the purpose of the study and the
research questions. This study should be regarded as an overview and an inspiration for
further research, as well as an exploration of these particular issues, and it is in no way a
complete knowledge resource.
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Recommendations for future research include not only expanding the number of
participants and including the perspectives of children and parents but also conducting more
design-based research studies inwhich children and their parents have the opportunity to use
and give feedback on the derived frameworks developed for AI-based SIAs. These types of
studies could contribute to increasing the knowledge and broadening the understanding of
howAI-based SIAs can support the needs of children suffering from a long-term illness when
they have been hospitalized.

The field of AI research needs further investigation, particularly in close collaboration
with users, and there is much that can be explored regarding opportunities and challenges.
Not only does the technology need to be developed into systems that can manage complex
social situations (i.e. the way humans interact with AI), but there is also a need for developing
frameworks on how to build SIAs. This can be achieved by constructing the type of AI we are
currently able to build and conducting research on how humans interact with AI so as to
become able to identify the simpler tasks that AI can actually perform and how it is received
by humans. The third interview highlights another aspect worthy of research. This relates to
how business cultures are affectedwhenAI technology is introduced into them. Introducing a
technology into a business context as something that is “new and different” (e.g. AI and SIAs)
is far from a simple task, and its implications have scarcely been researched. Thus, studying
what is important when implementing this is an aspect that must be considered when
developing this type of technology for production (cf. Dignum, 2019), particularly from a
pedagogical perspective when children are involved.

Regarding the situation of long-term illness in children, there is also a need for more
research. While research has focused on studying the challenges that children face when
they are ill, more research is necessary regarding what might actually support these
children as far as technological adaptation is concerned when they are hospitalized. In this
study, we researched the children’s environment and situation. However, a deeper
investigation into the psychology of children who face these challenges could increase
knowledge and further the understanding of the potential that AI-based SIAs offer in
improving virtual interaction and participation, as well as the overall quality of life of
children suffering from a long-term illness. It is important to bear in mind that children
should be allowed to take control of their own narrative – for example, focusing on
children’s perspectives regarding their own experiences and stated needs and values when
using AI-based technology for enhancing interaction and participation in school activities.
Also, it is particularly important to identify the boundaries for what is ethically sound – and
the methods to identify these boundaries – before adopting any solutions that may have
unexpected and undesirable consequences (Dignum, 2019). The results from this type of
research regarding the use of SIAs for enhancing interaction and participation, as well as
documenting everyday life, could also be transferred to situations other than hospitals in
which children are virtually active together with friends or when they are alone – for
example, during a pandemic when schools are closed and children receive their education in
a virtual classroom in their own homes.
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