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3Swedish Institute of Space Physics, Box 537, SE-751 21 Uppsala, Sweden
4Department of Physics and Astronomy, Uppsala University, SE-751 20 Uppsala, Sweden
5Wigner Research Centre for Physics, Konkoly-Thege M. Road 29-33, 1121 Budapest, Hungary

Accepted 2021 February 20. Received 2021 February 19; in original form 2020 December 2

ABSTRACT
Comets are constantly interacting with the solar wind. When the comet activity is high enough, this leads to the creation of
a magnetic field free region around the nucleus known as the diamagnetic cavity. It has been suggested that the ion-neutral
drag force is balancing the magnetic pressure at the cavity boundary, but after the visit of Rosetta to comet 67P/Churyumov–
Gerasimenko the coupling between ions and neutrals inside the cavity has been debated, at least for moderately active comets.
In this study, we use data from the ion composition analyser to determine the bulk speeds and temperatures of the low-energy
ions in the diamagnetic cavity of comet 67P. The low-energy ions are affected by the negative spacecraft potential, and we use
the Spacecraft Plasma Interaction Software to model the resulting influence on the detected energy spectra. We find bulk speeds
of 5–10 km s−1 with a most probable speed of 7 km s−1, significantly above the velocity of the neutral particles. This indicates
that the collisional coupling between ions and neutrals is not strong enough to keep the ions at the same speed as the neutrals
inside the cavity. The temperatures are in the range 0.7–1.6 eV, with a peak probability at 1.0 eV. We attribute the major part of
the temperature to the fact that ions are born at different locations in the coma, and hence are accelerated over different distances
before reaching the spacecraft.
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1 IN T RO D U C T I O N

Comets are small, icy bodies, orbiting the Sun along elliptical orbits.
As they approach the Sun, the ice in the nucleus starts sublimating,
creating a gas and dust envelope called a coma. As opposed to
planetary atmospheres, the coma is gravitationally unbound and
freely expands into space. Typically, the outgassing of volatiles varies
greatly with heliocentric distance, creating environments that vary
along the comets’ orbits.

The neutral particles in the coma get ionized through photoioniza-
tion, electron impact ionization, and charge exchange with the solar
wind (e.g. Galand et al. 2016; Simon Wedlund et al. 2017), creating
a comet ionosphere. The ions are initially cold and flowing with the
neutral gas, but are then affected by electromagnetic forces. They
are accelerated by the convective electric field of the solar wind, in
a process often referred to as mass loading (Szegö et al. 2000). The
cometary ions are incorporated into the solar wind flow, causing the
solar wind to slow down and get deflected. For active comets, this
leads to the creation of a bow shock (e.g. Biermann, Brosowski &
Schmidt 1967; Neubauer et al. 1986; Ogino, Walker & Ashour-
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Abdalla 1988), a cometopause (e.g. Cravens 1991; Cravens &
Gombosi 2004), and a magnetic field-free region known as the
diamagnetic cavity (e.g. Neubauer et al. 1986; Cravens 1989). Inside
the diamagnetic cavity, ion motion is determined by the interplay of
electrodynamic and collisional interactions. An ambipolar electric
field, arising from the charge separation resulting from the new born
electrons moving faster than the new born ions, accelerates the ions
radially outward (e.g. Berčič et al. 2018; Odelstad et al. 2018). At the
same time, ion-neutral collisions inhibit the acceleration. After the
flybys of comet 1P/Halley in 1986, models emerged suggesting that
the cavity is collisionally dominated and that the outward ion-neutral
drag force is balancing the inward magnetic pressure at the boundary
(e.g. Ip & Axford 1987; Cravens 1989).

In 2004, the Rosetta spacecraft (Glassmeier et al. 2007a) was
launched to make more detailed studies of comet 67P/Churyumov–
Gerasimenko (hereafter 67P). Rosetta arrived at the comet in 2014
August and followed it until 2016 September. 67P has been cat-
egorized as an intermediately active comet, leading to a different
interaction with the solar wind compared to the active case. Instead of
a collisional cometopause, observed at more active comets, the solar
wind is gradually deflected due to mass loading, eventually creating
a solar wind ion cavity that is well separated from the diamagnetic
cavity (Behar et al. 2016a, b, 2017, 2018). The physics governing
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the formation and maintenance of the diamagnetic cavity also seem
to differ from more active comets. The magnetometer (RPC-MAG;
Glassmeier et al. 2007b) and plasma and particle instruments on
board Rosetta identified several hundreds of diamagnetic cavity
crossings during the escort phase (Goetz et al. 2016a, b; Nemeth
et al. 2016). The size of the cavity was shown to correlate with
long-term trends in the outgassing rate, however not with short-
term variations like outbursts or differences over the rotational
period. The cavity boundary was furthermore shown to be highly
variable and unstable, as opposed to the stable boundary observed
at comet 1P/Halley. Timar et al. (2017) found good agreements
between the observed size of the cavity at 67P and the boundary
distance calculated from the ion-neutral drag model suggested by
Cravens (1986), indicating that the ion-neutral drag force may
be balancing the magnetic pressure also at 67P. Measurements of
the ion velocities close to the cavity boundary, however, suggest
something else. Odelstad et al. (2018) combined measurements from
the Langmuir probes (RPC-LAP; Eriksson et al. 2007) and the mutual
impedance probe (RPC-MIP; Trotignon et al. 2007) to determine the
ion velocity inside the diamagnetic cavity. They found velocities
typically in the range 2–4 km s−1, which is higher than the velocity
of the neutral particles (0.5–1 km s−1; Gulkis et al. 2015). This
significant velocity difference was defined as a decoupling from
the neutrals, meaning that the ion-neutral interaction acts to slow
down the ion flow instead of accelerating it. Vigren & Eriksson
(2017) further showed with a 1D model that the neutral coma indeed
is not dense enough to keep the ions coupled to the neutrals at
the location of the spacecraft if a weak ambipolar electric field is
present, where ‘coupled’ in this sense means that the ion and neutral
speeds are roughly equal. Another study by Vigren et al. (2017)
also indicates ion speeds significantly above the neutral velocity.
They used measurements from RPC-LAP, RPC-MIP, and the Rosetta
Orbiter Spectrometer for Ion and Neutral Analysis – Comet Pressure
Sensor (ROSINA/COPS; Balsiger, Altwegg & Bochsler 2007) from
a 3-d period close to perihelion to estimate ion speeds at a distance of
200–250 km from the nucleus, finding speeds typically in the range
2–8 km s−1.

In this paper, we aim to further investigate the ion velocities
in the diamagnetic cavity of comet 67P using data from the ion
composition analyser (RPC-ICA; Nilsson et al. 2007). RPC-ICA
was capable of measuring positive ions with energies down to just
a few eV, but the data have not so far been fully exploited due to
the complicating influence of the spacecraft potential. Rosetta was
commonly charged to a negative potential, usually around −10 V and
occasionally dropping down to −20 V (Odelstad et al. 2017). This
substantially negative potential was initially attributed to a warm
electron population with a temperature of 5–10 eV, but was later
shown by Johansson et al. (2020) to mainly be a result of positively
biased elements on the solar panels attracting cold electrons. The
negative potential distorted the low-energy part of the RPC-ICA
data since the ions were accelerated towards the spacecraft before
detection, causing an energy shift and affecting the trajectories of
the ions. Bergman et al. (2020a, b) used the Spacecraft Plasma
Interaction Software (SPIS; Thiébault et al. 2013) to model the
distortion of the ion trajectories at different energies, and showed
that the field of view (FOV) of RPC-ICA is heavily distorted at
ion energies below −2qUs/c, where q is the ion charge and Us/c the
spacecraft potential. In the current study, we use a similar method as
Bergman et al. (2020a, b) to model the spacecraft potential’s effect
on the energy spectra detected by RPC-ICA. From this, we determine
the original bulk speed and temperature of the ion population detected
in the diamagnetic cavity.

2 INSTRUMENT D ESCRI PTI ON

2.1 RPC-ICA

RPC-ICA is one of five instruments included in the Rosetta Plasma
Consortium (RPC; Carr et al. 2007). RPC-ICA measures the three-
dimensional distribution function of positive ions with a nominal
energy range of few eV/q to 40 keV/q. The energy is analysed in a
spherical electrostatic analyser (ESA), where the total energy range
is swept over 96 energy steps. The energy resolution at sufficiently
high energies (>30 eV) is dE/E = 0.07, where dE is the full
width at half-maximum (FWHM) of the energy acceptance of the
electrostatic analyser. dE is distinguished from �E, which represents
the difference between two energy step centres. At energies below
30 eV, the resolution decreases due to pre-acceleration into the ESA,
and reaches dE/E = 0.3 at very low energies. To resolve the mass of
the ions, a cylindrical magnetic field is used.

The total nominal FOV of RPC-ICA is 360◦ × 90◦. In the
azimuthal direction (total FOV of 360◦) the instrument is divided into
16 sectors of 22.5◦ each. In the elevation direction, the total FOV of
90◦ is divided electrostatically by two plates. By applying different
electrostatic potentials to the plates, ions with different elevation
angles with respect to the aperture plane are guided to enter the
instrument. The instrument has 16 elevation bins, where each bin
has an FOV of ∼5.6◦. At low energies (<105 eV/q), the total FOV
in the elevation direction decreases due to the limited resolution
of the internal digital to analogue converters, and the measurement
approaches a 2D measurement with decreasing energy.

Each energy sweep takes 12 s, and hence the total time resolution
is 192 s (12 s times 16 elevation steps, with all azimuthal angles and
mass channels measured simultaneously).

2.1.1 The high time resolution mode

The plasma environment around comet 67P is highly variable, and
an instrument mode with higher time resolution was implemented
to capture the fast variations (Stenberg Wieser et al. 2017). By only
sweeping energies up to 82 eV/q and confining the measurement to
one elevation bin, a time resolution of 4 s was achieved. This energy
range provides a good cover of the dynamic low-energy population.
The confinement to one elevation bin means that the measurement is
made in nearly two dimensions (360◦ × 5.6◦). The angle of the centre
of the elevation bin used is close to 0◦ (from the aperture plane), and
is hence close to energy independent. The exact elevation angle is,
however, dependent on internal high voltage offsets, which may vary
with both time and sensor temperature. When the sensor temperature
is sufficiently high (above ∼13.5 ◦C) the elevation angle is estimated
to be very close to 0◦, but increases with a few degrees when the
sensor temperature is lower.

2.2 RPC-LAP

We use the Langmuir probe instrument (RPC-LAP) to obtain
estimates of the spacecraft potential. RPC-LAP comprises two
spherical Langmuir probes mounted on booms with lengths 2.24
and 1.62 m. The instrument can also obtain measurements of several
plasma parameters, such as plasma density, electron temperature,
and effective ion flow speed.

Two different techniques can be used to estimate the spacecraft
potential from RPC-LAP measurements. The first technique esti-
mates the potential from the photoelectron knee observed in a sweep
(we call this estimate Vph), while the second one estimates the
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Ion bulk speeds and temperatures at comet 67P 2735

Figure 1. Example data from 2015 November 20, including three diamagnetic cavity crossings. (a) Uncorrected RPC-ICA spectrum. The white dots are
spacecraft potential measurements from RPC-LAP. (b) Spectrum corrected for the sensor temperature. (c) Magnetic field data from RPC-MAG.

potential from a floating probe (Vf). The floating probe potential
can also be estimated from a sweep through fitting (Vz). An accurate
estimation of Vph requires a very good signal-to-noise ratio and is
therefore difficult to obtain. However, Vph provides better estimates
of the spacecraft potential when the potential is low or positive. An
empirical model has therefore been found that maps the Vf or Vz

values to the equivalent Vph values (Eriksson et al. 2019; Johansson
et al. 2020) given by

Us/c = Vx + 5.5 exp

(
Vx

8.0

)
, (1)

where Vx is either Vf or Vz. This model provides a more accurate
estimate than Vf or Vz for, especially, positive or low potentials. In
the current study, we have used Vf or Vz estimates of the spacecraft
potential, corrected using equation (1).

For more details about how the spacecraft potential estimates are
obtained from RPC-LAP, see e.g. Odelstad et al. (2017) and Eriksson
et al. (2019).

3 ME T H O D

3.1 Data

3.1.1 Data selection

In total, 665 diamagnetic cavity intervals have been identified in
RPC-MAG data (Goetz et al. 2016a). The length of the intervals
varies from seconds up to tens of minutes. Since the environment
inside the diamagnetic cavity can vary on short time-scales, and to
ensure proper energy coverage at the low energies observed in the
cavity, we only include RPC-ICA data obtained with the high time
resolution mode in this study. This limits the number of usable cavity
intervals to 88.

The energy scale of RPC-ICA is affected by the sensor tempera-
ture. When the sensor temperature is low (<13.5 ◦C), internal high
voltage drifts cause a shift of the energy scale. The energies can often
be corrected (see Section 3.1.3), but at times the shift is large enough
for parts of the ion distribution to disappear outside of the energy
range covered by the instrument at that time. These data cannot be
recovered and are therefore excluded from the study. We end up
with 81 intervals within the diamagnetic cavity that are used for the
analysis.

In Fig. 1, example data including three diamagnetic cavity intervals
are shown. The RPC-ICA data have not been corrected for the
spacecraft potential, and hence represent the energy of the ions at the
entrance of the instrument. Between the dashed vertical lines Rosetta
was located within the cavity. Inside and close to the diamagnetic
cavity, the RPC-ICA data typically appear as a constant low-energy
band, not showing much variation, in combination with sporadic
bursts of accelerated ions. In these bursts, we see a clear decrease
in the spacecraft potential (the negative of the spacecraft potential is
shown as white dots in Figs 1a and b), while the potential is more
or less constant elsewhere. The accelerated features appear both
inside and outside the cavity, even though they are more common
outside (Masunaga et al. 2019). Hajra et al. (2018) used density
measurements from RPC-MIP to characterize density enhancements
inside the cavity, similar to the enhancements also observed in
the RPC-ICA data. They suggested that these enhancements are
transmitted from outside the cavity, while the other ions (appearing
as a constant band in the RPC-ICA data) are assumed to be locally
produced within the cavity. The exact transmission mechanism and
the origin of the accelerated ions are, however, unknown. A further
investigation is outside the scope of this study, and we exclude the
accelerated ions whenever they appear within the diamagnetic cavity.
We manually choose time intervals from the 81 diamagnetic cavity
crossings only including the local low-energy population. To reduce
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2736 S. Bergman et al.

Table 1. Data intervals used for the study.

Day No. of intervals Total time (hh:mm:ss)

2015-05-27 1 00:01:36
2015-07-26 19 00:35:08
2015-08-06 1 00:03:48
2015-08-21 1 00:01:48
2015-11-20 25 02:53:25
2015-11-23 1 00:02:28
2015-11-29 1 00:01:56
2016-01-31 1 00:00:52
2016-02-17 1 00:00:48

statistical noise, we remove all intervals shorter than 10 energy
sweeps (40 s). We also limit the length of the intervals so that
the spacecraft potential remains relatively constant throughout each
interval. If necessary, the same cavity crossing is split into several
intervals. An overview of all 51 intervals used is presented in Table 1,
and a comprehensive list can be found in Appendix A.

3.1.2 Spacecraft potential measurements from RPC-LAP

RPC-LAP only picks up a fraction of the full spacecraft potential,
shown by Odelstad et al. (2017) to vary between 0.7 and 1.0. A
reliable method to determine this fraction for individual intervals
has, however, not been found. For this study, we assume that RPC-
LAP picks up 85 per cent of the full spacecraft potential and apply a
correction factor of ∼1.18 to all RPC-LAP measurements.

3.1.3 Correction of the RPC-ICA energy scale

Inside the diamagnetic cavity, the local ionization of neutral particles
produces ions with very low energies. When these ions are acceler-
ated by the spacecraft potential, they are detected by RPC-ICA at an
energy −qUs/c, where q is the ion charge. This means that a lower
cut-off appears in the RPC-ICA energy spectrum, corresponding
to the potential of the spacecraft. We can therefore use RPC-LAP
measurements of the spacecraft potential to correct energy offsets of
RPC-ICA.

When the sensor temperature is below 13.5 ◦C, internal high-
voltage drifts cause shifts of the RPC-ICA energy scale. A substantial
part of the high-resolution data from the diamagnetic cavity were
obtained when the sensor temperature was below this threshold,
and we use RPC-LAP measurements of the spacecraft potential to
make a correction of the low-temperature cases included in this
study. We make the same definition of the lower cut-off of the RPC-
ICA energy spectrum as Odelstad et al. (2017). The cut-off is set
to the first energy bin where the number of counts is equal to or
exceeds five, and the three following energy bins either contain
a monotonically increasing amount of counts, or at least one bin
with nine or more detected counts. These criteria were shown in the
study by Odelstad et al. (2017) to yield a lower cut-off level not too
sensitive to noise. For each time interval, we calculate an energy
offset for each RPC-ICA measurement from the difference between
the RPC-ICA energy cut-off and the closest RPC-LAP data point. We
then calculate a mean energy offset for each interval by averaging all
energy offsets within the interval. Each data interval is short enough
for the sensor temperature to not vary significantly within each
interval (<1 ◦C), and therefore one mean energy offset is calculated
to minimize uncertainties introduced by statistical fluctuations of the
RPC-ICA cut-off. One example is shown in Fig. 1. Fig. 1(a) shows

the uncorrected spectrum, and Fig. 1(b) shows the spectrum after
correction.

3.2 SPIS simulations

The SPIS software has, with good results, been used previously to
study the spacecraft potential’s influence on the RPC-ICA measure-
ments (Bergman et al. 2020a, b). SPIS is an electrostatic solver using
a Particle-In-Cell approach to model the interactions between the
spacecraft and the surrounding plasma and the resulting charging
of spacecraft parts. The influence on particle measurements can
be investigated through particle tracing, which is done using a test
particle approach.

In the studies by Bergman et al. (2020a, b) the spacecraft
potential’s influence on the FOV of RPC-ICA at low energies was
investigated, using back tracing of particles from each pixel of the
instrument. In the current study, we instead use SPIS to do forward
modelling to study the response of the instrument to a certain plasma
environment. The properties of the electrons are kept constant, while
the bulk speed (vi) and temperature (Ti) of the ions are varied between
different simulation runs.

We assume a drifting Maxwell–Boltzmann distribution of the ions.
The motivation for the choice of this distribution is the observed
shape of the energy distribution of the ions in the RPC-ICA data
(we will see in Section 4 that a Maxwellian distribution gives a
good fit to the data), and not necessarily that we assume a plasma in
thermal equilibrium where collisions are responsible for the shape of
the distribution. Therefore, whenever the ‘temperature’ is discussed
throughout this paper, we mean the spread of the distribution.

The theoretical drifting Maxwell–Boltzmann distribution for the
energy can be derived from the corresponding distribution in velocity
space in three dimensions, given by

f (v) = n

(
mi

2πkTi

)3/2

exp

(
− mi

2kTi

(
v2

x + v2
y + (vz − vi)

2
))

, (2)

where n is the density, mi is the ion mass, and k is the Boltzmann
constant. The bulk speed vi is here assumed to be in the z-direction.
By integrating equation (2), the energy distribution is found to be

fE(E) = n

√
1

πkTiEi

exp

(
−E + Ei

kTi

)
sinh

(
2
√

EEi

kTi

)
, (3)

where Ei now corresponds to the drift energy, given by miv
2
i /2. The

full derivation of equation (3) can be found in Appendix B.
We run 54 different simulations where the ions are described by

a drifting Maxwell–Boltzmann distribution with different combina-
tions of vi and Ti. vi is varied between 2 and 10 km s−1 and Ti is varied
between 0.5 and 3.0 eV, with a resolution of 1 km s−1 and 0.5 eV,
respectively. The computational time to simulate one combination of
vi and Ti is a few hours on a 8 core Intel i7/3.4 GHz computer with
24 GBytes RAM and a few 100 GBytes fast SSD disk space. All
simulations used to produce the result presented in this paper hence
take several weeks to run.

We assume that all ions are water ions (H2O+), and the density
is set to 1000 cm−3 (Henri et al. 2017). The simplifying assumption
of a constant density for all cavity crossings is assumed to have
an insignificant effect on the result, considering that the spacecraft
potential is fixed (see the next paragraph), and that directions are not
considered [the Debye length was shown by Bergman et al. (2020a)
to affect the trajectories of the ions, and may need to be taken into
account whenever directions are considered]. In Fig. 2, a sketch of
the simulation set-up is shown. The ions are assumed to flow in the
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Ion bulk speeds and temperatures at comet 67P 2737

Figure 2. Simulation set-up including the spacecraft model used. The flow is in the −z direction for all simulations and the Sun is in the +x direction.

−z direction, which, since Rosetta was orbiting in the terminator
plane, corresponds to an anticometward flow. Determining the actual
flow direction of the ions from the RPC-ICA data is outside the scope
of this study and will not be discussed here, but to make sure that
the conclusions drawn in this paper are not dependent on the flow
direction, we make three additional simulations for vi = 7 km s−1

and Ti = 1.0 eV where the flow direction is varied (−x, +x, and
22.5◦ from the +z direction). No significant differences in the shape
of the detected energy spectrum are observed for any of the three
flow directions, and we assume that the conclusions drawn in this
paper are valid independent of flow direction.

We only include one electron population with a temperature of
5 eV, excluding the cold population reported by e.g. Eriksson et al.
(2017) and Gilet et al. (2020). The resulting spacecraft potential with
this set-up is about −10 V. This is a typical potential observed during
the diamagnetic cavity crossings studied (see Table A1 in Appendix
A for spacecraft potential estimates from RPC-LAP for each data
interval). The different properties of the ion population cause small
variations in the spacecraft potential between simulation runs, and
to simplify the analysis we fix the potential at −10 V instead of
letting the potential float with the plasma (i.e. get determined from
the balance of currents to and from the spacecraft). We thereby
make sure that the spacecraft potential is −10 V in all simulations,
independently of the properties of the ion population.

As already mentioned, RPC-ICA is only measuring in one el-
evation bin when using the high time resolution mode. For the
simulations, we assume that the used elevation bin is centred in the
aperture plane (and hence that the flow direction is perfectly within
the nominal FOV). In Section 4.1, we, however, investigate the effect
of a flow direction that is not completely within the nominal FOV.

We use the same spacecraft model as Bergman et al. (2020b).
In Fig. 2, the model is shown, but the interested reader is referred
to the previous study for more details. The simulation volume is
ellipsoidally shaped with a size of 70 m × 60 m × 60 m, where the
major axis is along the solar panel direction.

In Fig. 3, the simulation result for one pixel of RPC-ICA is shown
and compared to the original energy distribution at infinity (as defined
by equation 3). In this example vi = 7 km s−1 (corresponding to 5 eV
for H2O+), Ti = 1.0 eV and the nominal FOV of the pixel is close to
the flow direction of the ions. The effect on the energy distribution
is mainly a shift equal to the potential of the spacecraft (−10 V in
Fig. 3) as long as the flow direction is close enough to the FOV of the
instrument and the spacecraft itself does not cause any shadowing

Figure 3. The theoretical energy distribution (from equation 3) when vi

= 7 km s−1 and Ti = 1.0 eV (dashed line) and the corresponding distribution
detected by one pixel of RPC-ICA when the spacecraft potential is −10 V
(solid line). The detected distribution has been simulated in SPIS.

of the FOV. However, the simulations make it possible to also study
those types of effects on the spectrum.

3.3 Simulations and data comparison

From SPIS, we get the differential flux of ions reaching each simulated
instrument pixel, for each combination of vi and Ti. One example
is shown in Fig. 4(a). In this example, vi = 7 km s−1 and Ti

= 1.0 eV. We convert the SPIS output to instrument response (in
counts) by assuming that each energy bin of RPC-ICA has a
Gaussian response with an FWHM equal to the energy resolution
of the bin, dE. The geometric factor is energy dependent at low
energies, and its behaviour has not been determined exactly yet
due to the complicating influence of the spacecraft potential. It was
shown by Bergman et al. (2020b) that the effective FOV of the
instrument increases at low energies, and the geometric factor is
in turn dependent on the size of the FOV. For this study, we use
the current best estimate of the geometric factor for each energy
bin, noting that the distribution is narrow enough for the FOV to
not change significantly over the energies (see Section 4.1 for a more
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2738 S. Bergman et al.

Figure 4. Example of how the differential flux spectra obtained from the SPIS simulations are converted to RPC-ICA instrument response by convolving with
the instrument energy acceptance function. In (a) the raw simulation output is shown, and in (b) the resulting instrument response. The width of each bar
corresponds to the energy resolution dE of the corresponding energy bin of RPC-ICA. In this example vi = 7 km s−1 and Ti = 1.0 eV.

thorough discussion). The absolute amount of counts after converting
the SPIS output to instrument response is still highly uncertain, but is
not important for this study. All spectra shown have therefore been
normalized. In Fig. 4(b), the spectrum after converting the SPIS output
in Fig. 4(a) is shown.

In all simulations, the spacecraft potential is set to −10 V, as pre-
viously mentioned. Even though this value is representative of many
of the diamagnetic cavity crossings, it of course varies between and
within crossings (see Table A1 in Appendix A). A different spacecraft
potential causes a shift of the energy spectrum along the energy axis,
and for accurate comparisons between data and simulations we have
to make sure this shift is accurate in the simulations. Simulations
with a more negative spacecraft potential show that the effect on
the differential flux spectrum from a varying spacecraft potential
is simply an energy shift. Other effects are indistinguishable from
numerical noise. Therefore, when the measured spacecraft potential
differs from −10 V, we simply shift the simulated differential flux
spectrum accordingly before converting to instrument response.

We compare the converted SPIS outputs with the RPC-ICA mea-
surements. We integrate the data over the whole time intervals, pro-
ducing one energy spectrum per interval. Integrating over long time
periods can cause artificial broadening of the energy spectrum, and
we verify for the longest intervals that the integration does not cause
such significant broadenings. To quantify how well the simulation
results fit the data, we use the modified index of agreement, d1

(Legates & McCabe 1999), given by

d1 = 1.0 −

N∑
i=1

|Oi − Pi |
N∑

i=1

(|Pi − O| + |Oi − O|) , (4)

where O represents the observed values (i.e. the RPC-ICA data in
our case) and P the modelled values (converted SPIS output). O is the
mean of the observed values and N the number of data point pairs. d1

has been shown (e.g. Legates & McCabe 1999) to yield a high-quality
evaluation of the goodness of fit, better than other correlation-based
methods like Pearson’s correlation coefficient (r) or the coefficient
of determination (R2) since these methods only evaluate the linear
relation between modelled and observed data.

As an example, we evaluate the value of d1 between one interval
of data obtained on 2015 July 26, from 10:37:20 to 10:38:16, and

Figure 5. The resulting value of d1 when data obtained on 2015 July 26, from
10:37:20 to 10:38:16, are fitted to simulation results obtained with different
combinations of vi and Ti. The peak appearing when vi = 7 km s−1 and Ti

= 1.0 eV corresponds to the best agreement between model and data.

the simulation results obtained with different combinations of vi

and Ti. The result is shown in Fig. 5, where the colour scale shows
the value of d1 for each combination of vi and Ti. In this case, we
have a clear peak of d1 when vi = 7 km s−1 and Ti = 1.0 eV. The
diagonal trend arises due to the fact that both a temperature increase
and an increase in bulk speed lead to a broadening of the spectrum
(see equation 3). In Fig. 6, we use line plots to show model versus
data for a few combinations of vi and Ti from Fig. 5. It is clear that
vi = 7 km s−1 and Ti = 1.0 eV indeed gives the best agreement
between model and data, and that the corresponding value of d1

= 0.95 is high enough for a good fit.

4 R ESULTS

For each interval listed in Table 1, we use the modified index of agree-
ment to determine the best fit between model and data. The values
of vi and Ti corresponding to the best fit are plotted in Fig. 7(a). The
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Ion bulk speeds and temperatures at comet 67P 2739

Figure 6. Model (blue) versus data (red) for a few combinations of vi and Ti from Fig. 5. We have the best agreement between model and data when vi

= 7 km s−1 and Ti = 1.0 eV (panel f), with a corresponding value of d1 of 0.95. Note that the unit is counts (normalized) for both data and simulations.

marker size is proportional to the number of data intervals yielding
that best fit. Since the variation between different intervals is larger
than the uncertainty introduced by the fitting procedure, we focus
on the variation between intervals for the rest of the analysis. We
estimate the probability density function (PDF) of the best fits using a
kernel density estimation (KDE; e.g. Scott 1992). The result is shown
in Fig. 7(b). The bandwidth of the Gaussian kernel (i.e. the smoothing
parameter) is chosen so that it becomes compatible with the resolu-
tion of the simulated values of vi and Ti. Note that the PDF describes a
density; to obtain the probability the function has to be integrated over
the specific region of interest. The contours plotted in Fig. 7(b) cor-
respond to integrated probabilities of 0.50, 0.68, 0.90, 0.95, and 0.99,
i.e. 50 per cent of the probability mass lies within the 0.50 contour,
and so on. We see a clear peak of the distribution at vi = 7.3 km s−1

and Ti = 1.0 eV, and 90 per cent of the probability mass lies within
values of vi and Ti of 4.9–10.6 km s−1 and 0.7–1.6 eV, respectively.

In Fig. 8, the value of d1 for the best fit for each data interval is

shown. The limit of d1 below which the fit can no longer be considered
satisfactory is highly dependent on the individual case studied, but
by manually investigating the fitted curves we conclude that, in our
case, a value of d1 above 0.9 indicates an adequate fit to the data.
From Fig. 8, it is clear that the quality of the best fits is generally
good with values of d1 above 0.9 for all intervals except one. The
corresponding values of vi and Ti for the interval with poor quality
is 7 km s−1 and 1.0 eV, respectively, and hence do not correspond to
an extreme value of the PDF.

A comprehensive list of the resulting values of vi and Ti for each
individual data interval can be found in Appendix A.

4.1 Uncertainty analysis

As already mentioned, the FOV of RPC-ICA is limited to 360◦ ×
5.6◦ in the high-resolution mode. For all simulations discussed above,
we assume that the flow direction is perfectly within the nominal

MNRAS 503, 2733–2745 (2021)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/503/2/2733/6153869 by U
m

ea U
niversity Library user on 20 Septem

ber 2021



2740 S. Bergman et al.

Figure 7. Result from the model fit to the data. In (a) the best agreement between model and data for each data interval is shown. The area of each marker is
proportional to the amount of data intervals yielding that best fit. In (b) a Gaussian KDE has been used to estimate the PDF. The contours shown correspond to
integrated probabilities of 0.50, 0.68, 0.90, 0.95, and 0.99.

Figure 8. The distribution of d1 corresponding to the best fits. Values above
0.9 are considered adequate.

FOV of RPC-ICA, which may not always be true. To investigate the
effect of a flow direction that is not perfectly within the FOV, we run
simulations where the flow direction is varied for the vi = 7 km s−1, Ti

= 1.0 eV set-up. We assume that the viewing direction of RPC-ICA
is always centred around the aperture plane and gradually change
the flow-direction away from this direction (in the elevation plane).
The results show that the amount of detected counts peaks at a flow
direction around −10◦ from the aperture plane, in agreement with the
results by Bergman et al. (2020b), showing that the effective FOV of
the pixel in the aperture plane is displaced towards negative elevation
angles at low energies. The amount of detected counts decreases
when the flow direction is changed away from this maximum, but we

do not see a significant effect on the shape of the energy spectrum
until the flow direction is about 30◦ from the aperture plane, where
the highest energies from the distribution are not detected. As long
as the flow direction is within these limits, we expect the results
presented here to be valid. For cases where the flow direction is more
than 30◦ from the viewing direction, the speeds and/or temperatures
can be even higher than reported.

In this study, we use some data obtained when the temperature of
the sensor was low enough to affect the energy scale of RPC-ICA.
The method used to correct the energy scale introduces additional
uncertainties to the result. To investigate possible influences of the
method, we divide the result in Fig. 7 into high- and low-temperature
cases. The low-temperature data give slightly higher values for
vi, with a peak of the PDF at vi = 8.0 km s−1, compared to vi

= 7.0 km s−1 for the high-temperature data. For the ion temperature,
the PDF peaks at 1.0 eV for both cases. Since the difference is
small we do not investigate this further, but acknowledge that the
temperature correction may introduce a small additional spread of
the vi result.

One additional uncertainty in the results arises from the unknown
fraction of the full spacecraft potential picked up by RPC-LAP. We
have assumed a constant fraction of 0.85 throughout this study, but
Odelstad et al. (2017) showed that the fraction varies between 0.7
and 1.0. For the cases, where a correction of the energy scale due
to a low sensor temperature has been made, the difference when
varying this factor is insignificant since both data and simulation
output is corrected using the same factor. For cases where the sensor
temperature is high, and no correction of the energy scale is made,
we will, however, see an effect on the result when the fraction is
varied. If the fraction is set to 0.7 the PDF for these estimates peaks
at vi = 5.1 km s−1, Ti = 1.5 eV (as compared to vi = 7.0 km s−1,
Ti = 1.0 eV for a fraction of 0.85), and for a fraction of 1.0 the PDF
peaks at vi = 8.1 km s−1, Ti = 1.0 eV. For cases where RPC-LAP
picked up less than 85 per cent of the full spacecraft potential, the
bulk speed can hence be up to 2 km s−1 lower and the temperature
0.5 eV higher than reported here.

The density of the low-energy ion population has been estimated
from RPC-ICA data, and found to be typically one to two orders of
magnitude lower than the estimates made by RPC-LAP and RPC-
MIP (Nilsson et al. 2020; Henri et al. 2017). This may indicate
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Ion bulk speeds and temperatures at comet 67P 2741

Figure 9. Simulated instrument response with two populations present in
the environment; a low-energy population (vi = 2 km s−1, Ti = 0.5 eV)
and a population of typical energies found in this study (vi = 7 km s−1, Ti

= 1.0 eV). The densities of the two populations are equal, and the spacecraft
potential is −10 V. Peak 1 is caused by the low-energy population, and Peak
2 the typical energy population.

that RPC-ICA is not seeing the full low-energy population. To
investigate whether the spacecraft potential can inhibit ions with the
lowest energies from reaching RPC-ICA, we combine the simulated
instrument response resulting from a population with typical speeds
and temperatures found in this study (vi = 7 km s−1, Ti = 1.0 eV)
with that resulting from a population with vi = 2 km s−1 (the lower
edge of the values found by RPC-LAP) and Ti = 0.5 eV. When
the densities of the two populations are set equal, the lowest-energy
population is clearly visible in the RPC-ICA spectra with its own
distinct peak (peak 1 in Fig. 9). This spectrum is valid for a spacecraft
potential of −10 V. A different potential will redistribute the counts
to other energy bins, which, in principle, could cause a bigger overlap
of the peaks. This should be investigated further, but from this first
analysis it seems unlikely that the spacecraft potential causes a low-
energy population with a density one to two orders of magnitude
larger to not be seen by RPC-ICA.

The behaviour of the geometric factor at very low energies
(<30 eV) is still under investigation, and may explain the difference
in density observed by RPC-ICA compared to other instruments.
If the geometric factor is varying substantially at low energies,
the low-energy part of the distribution could be underestimated.
This would mean that the bulk speeds are lower than observed. In
Fig. 10, the current best estimate of the geometric factor is shown,
together with the area covered by other possible alternative models
derived from instrumental uncertainties. The uncertainty of the
geometric factor clearly increases for lower energies. To investigate
the possible influence of a geometric factor decreasing with energy,
we use a hypothetical toy model of the geometric factor, varying
proportionally to the energy (dashed line in Fig. 10). We do not
expect the true geometric factor to vary in exactly this manner, but
for the energy range relevant for this study it represents fairly well
the most extreme behaviour that can be expected. We recalculate our
results using this toy model and find that the influence is small, with
a shift of the peak of the PDF to vi = 6.9 km s−1 (compared to
7.3 km s−1 for the geometric factor used previously in the study).

The low-energy part of the energy spectrum is subject to additional
uncertainties arising from, for example, a fluctuating spacecraft

Figure 10. The current best estimate of the geometric factor (solid line) and
the area covered by other possible alternative models (grey area). The dashed
line represents a toy model used to investigate sensitivity related effects.
The exact numbers depend on the instrument post-acceleration setting used
during the observation. The general behaviour is, however, the same for all
post-acceleration settings.

potential or ions being born within the sheath of the spacecraft,
which in principle can affect the energy ‘ramp up’ at the low-energy
edge of the spectrum. However, we expect these uncertainties to be
small compared to other uncertainties already discussed.

5 D ISCUSSION

The bulk speeds of 5–10 km s−1 yielded in this study are significantly
higher than the observed speed of the neutral particles (0.5–1 km s−1),
in agreement with the previous results from RPC-LAP. Our results
agree with the higher speeds reported by Vigren et al. (2017), but are
higher than those found by Odelstad et al. (2018). The speeds can,
however, be expected to vary on short time-scales, and for an accurate
comparison between the two instruments, RPC-LAP measurements
from the specific days used in the current study should be used
rather than the average reported by RPC-LAP. On 2015 November
20 (when the major part of the RPC-ICA data used in this study were
collected), RPC-LAP measurements indeed indicate higher speeds of
∼6–7 km s−1. The discrepancies between RPC-ICA and RPC-LAP
is a topic for further investigation, but, regardless, both RPC-ICA
and RPC-LAP support the hypothesis of a weak collisional coupling
between ions and neutrals inside the diamagnetic cavity, accelerating
the ions to higher speeds than the neutrals.

For the data used in this study, the distance of Rosetta to the
nucleus varied from 40 to 300 km, but was most often in the range
100–200 km. This means that an ion born close to the nucleus,
with a detected speed of 7 km s−1, has been accelerated by an
average electric field of 0.02–0.04 mV m−1, assuming a radial flow
and electric field. This is a highly simplified calculation since the
magnitude of the ambipolar electric field actually is proportional to
1/r, but the calculated average value of 0.02–0.04 mV m−1 is still
in the right order of magnitude of what would be expected for an
ambipolar field (Vigren et al. 2015; Vigren & Eriksson 2017).

Wave–particle interaction may also contribute to ion energization.
Studies by André et al. (2017) and Karlsson et al. (2017) suggest
that lower hybrid waves are common in the cometary environment
outside of the diamagnetic cavity and Gunell et al. (2017) report
observations of ion acoustic waves inside the cavity.
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2742 S. Bergman et al.

Figure 11. Two energy spectra and the expected response of RPC-ICA when a linear geometric factor is used for the conversion. The blue curve is the simulated
detected Maxwell–Boltzmann distribution with vi = 7 km s−1 and Ti = 1.0 eV, and the distribution shown by the yellow curve represents a flat distribution,
created from the Maxwell–Boltzmann distribution assuming a constant flux from the peak down to −qUs/c. In (a) the initial spectra are shown, and in (b) the
calculated responses of the instrument.

For comet 1P/Halley, which at the Giotto encounter had a pro-
duction rate an order of magnitude higher than ever observed at 67P
(Krankowsky et al. 1986; Hansen et al. 2016), the ion temperature
was shown to be very low, around 300 K (∼0.03 eV), inside the
contact surface, appearing at a distance of 4800 km from the nucleus
(Schwenn et al. 1987). This is a result of the ions being coupled
to and cooled by the neutrals, leading to similar temperatures for
the ions and neutral particles. At the contact surface of 1P/Halley,
the temperature showed an abrupt increase to 3000 K (∼0.3 eV),
and then gradually increased with distance from the nucleus. At a
distance of 30 000 km the observed ion temperatures were around
1 eV, similar to the results yielded in the current study for 67P. This
shows that comet 1P/Halley indeed is very different from comet 67P,
and that a direct comparison between the two objects is difficult.

It is important to remember, however, that the ions are born at
different locations in the coma (and therefore at different distances
from the spacecraft). This results in a spread of the RPC-ICA
spectra, which, at least partly, causes the observed temperature. This
temperature is then only in the direction of the electric field, and
the temperature in the perpendicular direction might be significantly
different. Vigren & Eriksson (2017) modelled in 1D the resulting
energy distribution at the location of the spacecraft for the case of a
time stationary electric potential and ions moving radially outwards.
The distribution measured by RPC-ICA typically has, after correcting
for the spacecraft potential, a Maxwellian shape with a peak centred
at strictly positive energies, but, according to the modelling results by
Vigren & Eriksson (2017), such a distribution is not compatible with
simple electric potential profiles like ones that are decaying linearly
or logarithmically with cometocentric distance. In a collisionless
case the linearly decaying potential (corresponding to a constant
electric field) gives a flat energy distribution while the logarithmically
decaying potential (corresponding to an electric field proportional to
1/r) gives an ion energy distribution for which the differential flux
drops with increasing energies. Ion-neutral collisions, becoming of
greater importance with higher activity, tend – regardless of the
electric potential profile – to push the distribution towards lower
energies (see e.g. fig. 5 in Vigren & Eriksson 2017). In principle,
the observed peak in the distribution measured by RPC-ICA could

be created by a fairly sharp potential drop (∼7 eV) from a position
only several tens of km from the position of Rosetta. The assumption
of a timestationary electric potential is, however, questionable, and,
as discussed by Vigren & Eriksson (2018), a pronounced potential
drop will trap electrons. This means that, either, recombination has
to be highly efficient, or that the ambipolar electric field needs to be
reduced (perhaps temporarily reversed) in order to maintain quasi-
neutrality.

Another explanation to the discrepancies between the modelling
results and the observed energy distribution may, once again, be the
geometric factor of RPC-ICA. A geometric factor decreasing linearly
with energy would, in principle, be able to explain the observed shape
of the distribution. In Fig. 11, two different energy spectra have been
converted to instrument response, using the linearly decreasing toy
model of the geometric factor plotted in Fig. 10. The first spectrum is
our simulated Maxwell–Boltzmann distribution with vi = 7 km s−1

and Ti = 1.0 eV, after being accelerated by the spacecraft potential.
The second spectrum has been created from the Maxwell–Boltzmann
distribution, but instead of letting the flux drop down to zero as the
energy decreases towards −qUs/c, the flux has been set constant from
the maximum value of the distribution down to −qUs/c, creating what
would correspond to the flat distribution mentioned previously. When
we then assume a geometric factor decreasing linearly with energy,
the two spectra adopt similar shapes (Fig. 11b). RPC-ICA would
hence not be able to separate between the two distributions, provided
the geometric factor has the suggested behaviour. The flat distribution
naturally yields lower bulk speeds.

The discrepancies between the modelling results from Vigren &
Eriksson (2017) and the RPC-ICA data may also indicate that the
acceleration mechanisms included in the model by Vigren & Eriksson
(2017) are not solely responsible for accelerating the ions observed
in this study.

In this study, we have included all usable high time resolution data
from RPC-ICA from inside the diamagnetic cavity. These data do
not provide a complete coverage of all diamagnetic cavity crossings
made by Rosetta, and hence the results found in this study may not
necessarily be generally representative of all crossings. However,
considering the relatively large spread in time for the data intervals
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Ion bulk speeds and temperatures at comet 67P 2743

used, and the fact that these intervals yield similar results, it is likely
that the bulk speeds and temperatures found are representative for
also other crossings.

As already mentioned, the flow direction of the ions is outside
the scope of this study. However, the method introduced by Bergman
et al. (2020a, b) makes it possible to also reconstruct the flow direction
of the ions inside the diamagnetic cavity, which would open up for
more detailed studies of physical processes in this region. This will
be the topic of a complementary study.

6 C O N C L U S I O N S

In this study, we determined the bulk speed and temperature of the
ions inside the diamagnetic cavity using high time resolution data
from RPC-ICA. We used the SPIS software to model the influence
of the spacecraft potential on the low-energy ions. We conclude the
following:

(i) The bulk speed is found to be 5–10 km s−1 with a peak
probability at 7 km s−1, significantly above the speed of the neutral
particles. This indicates that the coupling between ions and neutrals
is not strong enough to keep the ions at the same speed as the neutrals
at the location of the spacecraft.

(ii) The temperature is in the range 0.7–1.6 eV with a peak at
1.0 eV. This temperature is mainly attributed to ions being born at
different distances from the nucleus, and may hence not represent
the temperature in other directions than the direction of the electric
field.
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APPENDIX A : DATA INTERVA LS

In Table A1, all 51 data intervals used for the study are listed, together
with the best estimates of the ion bulk speed vi, temperature Ti, and
spacecraft potential Us/c. Also listed are the sensor temperature for
each interval and the heliocentric distance.

Table A1. Intervals of data from RPC-ICA used for the study. Also listed are the best estimates of the ion bulk speed vi, temperature Ti, and spacecraft
potential Us/c (assuming that RPC-LAP picks up 85 per cent of the full spacecraft potential) for each interval. The RPC-ICA sensor temperature for each
interval is also listed as well as the heliocentric distance.

Day From UT (hh:mm:ss) To UT (hh:mm:ss) vi (km s−1) Ti (eV) Us/c (V) Sensor temperature (◦C) Heliocentric distance (au)

2015-05-27 07:37:23 07:38:55 8 0.5 − 2.8 19 1.6
2015-07-26 07:10:00 07:10:48 7 1.0 − 8.7 13 1.3
2015-07-26 08:18:32 08:20:28 7 1.0 − 8.0 16 1.3
2015-07-26 09:27:28 09:28:24 6 1.5 − 8.1 17 1.3
2015-07-26 10:37:20 10:38:12 7 1.0 − 8.2 18 1.3
2015-07-26 10:54:40 10:55:44 7 1.0 − 8.6 18 1.3
2015-07-26 11:29:16 11:30:48 6 1.5 − 9.3 18 1.3
2015-07-26 11:43:08 11:44:12 7 1.0 − 9.2 18 1.3
2015-07-26 12:18:24 12:20:08 6 1.5 − 9.7 18 1.3
2015-07-26 12:32:28 12:33:20 7 1.0 − 9.3 18 1.3
2015-07-26 12:59:56 13:01:28 7 1.0 − 8.8 18 1.3
2015-07-26 13:14:12 13:16:32 7 1.0 − 8.8 18 1.3
2015-07-26 13:22:24 13:25:48 7 1.0 − 9.4 18 1.3
2015-07-26 13:53:52 13:54:28 7 1.0 − 8.0 18 1.3
2015-07-26 14:10:44 14:11:40 7 1.0 − 8.7 19 1.3
2015-07-26 14:19:28 14:22:48 8 1.0 − 7.7 19 1.3
2015-07-26 15:16:56 15:20:24 7 1.0 − 7.5 19 1.3
2015-07-26 15:25:04 15:26:12 7 1.0 − 7.7 19 1.3
2015-07-26 15:27:44 15:31:36 7 1.0 − 7.8 19 1.3
2015-07-26 15:34:16 15:36:44 8 1.0 − 7.3 19 1.3
2015-08-06 14:22:13 14:25:56 7 1.0 − 7.9 19 1.2
2015-08-21 21:35:05 21:36:49 6 1.0 − 5.1 21 1.2
2015-11-20 04:14:59 04:15:59 9 1.0 − 13.4 −2 1.7
2015-11-20 04:23:03 04:24:11 9 1.0 − 15.0 −1 1.7
2015-11-20 04:29:23 04:34:07 9 1.0 − 13.5 −1 1.7
2015-11-20 04:42:11 04:44:03 8 1.0 − 14.9 0 1.7
2015-11-20 05:05:40 05:07:55 9 1.0 − 13.7 1 1.7
2015-11-20 05:12:31 05:17:23 8 1.0 -13.7 1 1.7
2015-11-20 06:09:31 06:10:56 9 1.0 − 13.7 3 1.7
2015-11-20 06:20:19 06:26:52 9 1.0 − 13.3 3 1.7
2015-11-20 06:55:11 06:58:36 8 1.0 − 13.9 3 1.7
2015-11-20 07:14:55 07:22:23 8 1.0 − 13.7 3 1.7
2015-11-20 07:39:03 07:40:55 9 1.0 − 14.1 3 1.7
2015-11-20 07:42:51 07:49:03 8 1.0 − 13.5 3 1.7
2015-11-20 08:03:23 08:13:35 8 1.0 − 13.1 3 1.7
2015-11-20 08:23:08 08:29:03 8 1.0 − 12.8 4 1.7
2015-11-20 08:46:31 08:52:51 8 1.0 − 13.2 4 1.7
2015-11-20 09:03:03 09:16:15 7 1.0 − 12.9 4 1.7
2015-11-20 09:19:23 09:22:07 7 1.0 − 13.1 4 1.7
2015-11-20 09:32:11 09:34:07 9 1.0 − 12.8 4 1.7
2015-11-20 09:37:51 09:40:51 9 1.0 − 12.5 4 1.7
2015-11-20 09:47:15 10:03:35 8 1.0 − 12.6 4 1.7
2015-11-20 10:11:11 10:32:19 7 1.0 − 13.2 4 1.7
2015-11-20 10:36:12 10:41:59 7 1.0 − 13.5 4 1.7
2015-11-20 10:47:59 10:59:48 7 1.0 − 13.7 4 1.7
2015-11-20 11:05:15 11:14:08 7 1.0 − 14.1 4 1.7
2015-11-20 11:23:15 11:45:00 7 1.0 − 14.0 4 1.7
2015-11-23 17:33:16 17:35:40 8 1.0 − 13.5 5 1.7
2015-11-29 13:18:00 13:19:52 6 1.0 − 2.9 25 1.8
2016-01-31 12:28:02 12:28:49 8 1.0 − 14.6 11 2.3
2016-02-17 06:45:34 06:46:18 7 1.0 − 15.9 8 2.4
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APPENDIX B: D ERIVATION O F THE
T H E O R E T I C A L E N E R G Y D I S T R I BU T I O N

A three-dimensional drifting Maxwell–Boltzmann distribution is, in
velocity space, given by

f (v) = n

(
mi

2πkTi

)3/2

exp

(
− mi

2kTi

(
v2

x + v2
y + (vz − vi)

2
))

,

(B1)

where n is the density, mi is the ion mass, k is the Boltzmann
constant, and the bulk speed vi is assumed to be in the z-direction.
We find the corresponding speed distribution through integration and
transforming to spherical coordinates according to

vx = v sin θ cos ϕ (B2)

vy = v sin θ sin ϕ (B3)

vz = v cos θ (B4)

and hence

fv(v) dv = dv

π∫
0

2π∫
0

f (v) v2 sin θ dϕ dθ =

= nv2

(
mi

2πkTi

)3/2

dv

π∫
0

2π∫
0

exp

(
− mi

2kTi

(
v2 sin2 θ cos2 ϕ +

+ v2 sin2 θ sin2 ϕ + (v cos θ − vi )
2
))

sin θ dϕ dθ =

= 2πnv2

(
mi

2πkTi

)3/2

dv

π∫
0

exp

(
− mi

2kTi

(
v2 sin2 θ+

+(v cos θ − vi )
2
))

sin θ dθ =

= 2πnv2

(
mi

2πkTi

)3/2

exp

(
−mi (v2 + v2

i )

2kTi

)
dv ·

·
π∫

0

exp

(
mivvi cos θ

kTi

)
sin θ dθ =

=
[
ω = cos θ,

dω

dθ
= − sin θ

]
=

= 2πnv2

(
mi

2πkTi

)3/2

exp

(
−mi (v2 + v2

i )

2kTi

)
dv ·

·
1∫

−1

exp

(
mivviω

kTi

)
dω =

= 2n

vi

(
mi

2πkTi

)1/2

exp

(
−mi (v2 + v2

i )

2kTi

)
sinh

(
mivvi

kTi

)
v dv.

(B5)

The energy distribution is found from equation (B5) with E = 1
2 mv2

and dE = mv dv according to

fE(E) dE = fv(v) dv (B6)

and hence

fE(E) = fv(v)
dv

dE
=

= fv(v)
1

miv
=

= 2n

mi

√
mi

2Ei

(
mi

2πkTi

)1/2

exp

(
−E + Ei

kTi

)
·

· sinh

⎛
⎜⎝mi

√
2E
mi

√
2Ei

mi

kTi

⎞
⎟⎠ =

= n

√
1

πkTiEi

exp

(
−E + Ei

kTi

)
sinh

(
2
√

EEi

kTi

)
. (B7)
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