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19 Regulating online defaults 

Kalle Grill 

1 Introduction 

Our lives are increasingly lived online. We shop online, get informed online, 
get entertained online, date online, and stay in touch with our friends and 
family online.1 The online environment where we do these things is largely 
created by private corporations that shape it according to their own aims. 
Meanwhile, the digital spreads into the physical, with increasingly intelli-
gent machines tracking and infuencing also our ofine behavior (see Zubof 
2019, esp. ch. 7, 10, 12–16). Yet there are relatively few laws that regulate 
how our online environment may be shaped. This is probably due, at least 
in part, to the internet’s global reach, its relatively young age, its rapid devel-
opment and change, and to some extent its history as an arena for the free 
exchange of information (see van Dijk 2020, esp. ch. 9). 

In this chapter, I  focus on one aspect of corporate design  – default-
setting. Default-setting is a form of behavioral infuence – a way to shape 
behavior, which is often quite efective.2 While default-setting has been 
much discussed as a form of so-called nudging, it deserves more focused 
attention. In the nudging debate, the focus has primarily been on benevo-
lent infuence, but the main concern online is, arguably, default-setting for 
proft. By paying more attention to defaults, we can identify paths to regu-
lation that promote and protect the social good and counteract corporate 
manipulation. 

In the following, I  will describe what I  take defaults to be and how 
defaults online fail to align with users’ interests, either as individuals or 
collectively. I will argue that defaults are instead often harmful and manip-
ulative and so should be regulated. Specifcally, I propose that we impose 
quality constraints, such that products whose default settings do not suf-
fciently promote users’ interests should not be legal. Regulation of default 
quality must to a large extent be a piecemeal process, but this process can 
be guided by general principles. I end the chapter by proposing four such 
principles: non-consumption, minimal collection of data, minimal opt-out 
costs, and truth. 
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374 Kalle Grill 

2 Seemingly innocuous defaults 

A default option is that option that is realized if one remains passive in some 
sense and from which one can opt out by taking action. Default-setting is 
the design or shaping of some choice situation such that a particular option 
becomes the default. For example, it may be the design of a product (or ser-
vice) such that some form of use becomes the default. One example is that 
operating systems or graphical user interfaces come with default browsers 
that are activated when users click on a link in a non-browser program. For 
Windows, the default browser is Explorer, for OS X, it is Safari, and for the 
Unix-based interface Debian GNOME, it is GNOME Web. 

When default-setting is discussed in the behavioral economics and psy-
chology literature, as well as by ethicists, it is typically taken for granted 
that the option that a designer perceives to be the default will also be per-
ceived as the default for the agent in the choice situation. This need not be 
the case. For example, social pressure may cause it to be a subjective default 
to change one’s default browser to Chrome upon installing an operating 
system. From an ethical perspective, it is arguably the subjective default that 
is most important. However, I will go along with the assumption of conver-
gence between the designer and the agent perspective, since in the online 
environment, I believe the two typically converge.3 

People often stick with the default, for several reasons: opting out requires 
more efort, which carries a cost; knowing when to opt out and what to opt 
for requires attention, deliberation, and decision-making, which often car-
ries a higher cost; opting out entails personal responsibility and sometimes 
social accountability, both of which are nice to avoid; the default is often 
perceived as a reference point and so opting out entails a perceived loss; and 
we are often overcome by irrational inertia. In addition, for consumer prod-
ucts and in other contexts where agents are defaulted by design, the default 
is often perceived as implicit advice (see e.g., Choi et  al. 2003; Sunstein 
2015, 34–39). 

While defaults are, for these reasons, “sticky”, they are also seemingly 
innocuous, for two reasons. First, a situation lacks a default only if there is 
no way to remain passive, so that any behavior is an active choice. Not only 
are such default-free situations rare, they are also very difcult to produce 
by design, especially for groups or populations, since diferent people may 
perceive diferent options to be the default. Second, even when default-free 
situations can be created, this brings no obvious beneft. To the contrary, 
absence of defaults means that an active choice is required, which carries 
costs, as just explained. While agents are often willing to assume these costs, 
it is rarely a beneft to be forced to assume them. 

While it is, for these reasons, innocuous to design products or choice situ-
ations with defaults rather than without them, it is not innocuous to imple-
ment some particular defaults rather than others. Designers often have some 
agenda for what outcomes are desirable from their perspective. If they are 
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sufciently acquainted with behavioral psychology, they can design prod-
ucts so that default use leads to those outcomes. When the methods and the 
aim of this infuence are covert and do not engage an agent’s rational agency, 
the infuence is arguably manipulative. When the outcome goes against an 
agent’s interests and desires, it is likely to cause harm and frustration. 

3 Online defaults that track, distract, and misinform 

Online defaults are particularly powerful because they leave few means of 
escape. In the physical world, default-setting is constrained by material cir-
cumstances and people can often be innovative and creative in how they 
relate to defaults. A landscape designer may decide the route of a footpath, 
but unless the path is surrounded by high and sturdy fences, people can 
choose to take shortcuts and detours. In the online environment, designers 
are less constrained by physical circumstances and users are more suscepti-
ble to the resulting design (unless they are capable hackers). 

In this section, I will survey some prominent examples of online defaults 
and note how they are problematic for users. Consider frst the collection 
of personal information. Until recently, most commercial websites routinely 
collected and stored information about our online behavior without giving 
us a choice in the matter. After the introduction of the EU General Data 
Protection Regulation (GDPR), many websites ofer us a choice of what 
data to share (European Commission 2016). This choice, like most choices, 
typically comes with a default option. 

While some web pages make it as easy to “reject all” as to “accept all” 
tracking, avoiding tracking is often the less salient and more cumbersome 
alternative, making tracking the default outcome. One common design 
approach is to present two options – either to accept the default of com-
prehensive tracking or else choose “more options” or some such, which 
leads to a list of diferent kinds of cookies, with more or less transparent 
names and descriptions, to be considered separately.4 This is an instance 
of what Cass Sunstein calls “simplifed active choosing” (Sunstein 2015, 
115). By this, Sunstein means a primary choice between on the one hand a 
default option and on the other hand a richer set of options, which enables a 
more active choice. The point of designing for simplifed choice is to harness 
the power of clear defaults, while also ofering ambitious choosers many 
options. Of course, the richness of the options presented on the active choice 
path often makes this path quite cumbersome and time-consuming. In the 
case of online tracking, many users cannot be bothered with this exercise 
and so give up their privacy, despite reporting that they value it highly.5 

Consider next social media engagement. As is now well known, social 
media platforms are built to catch and keep our attention.6 Social media 
users are not the corporation’s customers but rather their resources or 
products, since revenue comes from advertisers who pay for user atten-
tion. One downside of this business model is that many users become 
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addicted, with associated depression and social anxiety (Foroughi et al. 
2019). Another downside is that people simply spend a disproportionate 
amount of time and energy online, at the expense of more worthwhile 
pursuits. The long-term consequence of design for engagement in com-
bination with collection of personal information is that information (or 
“surveillance”) capitalists control more and more of our lives and induce 
us toward complacency and consumption (e.g., Frischmann and Selinger 
2018; Zubof 2019, esp. ch. 18). 

The methods social media corporations use to keep us engaged include 
default-setting in no small part. Consider Facebook’s News Feed and similar 
feeds on other social media – a scrollable column of information, centrally 
placed. While the content of the feed is partly based on each user’s previous 
behavior, the resulting stream of content is a default selection from the vast 
amount of information available on the platform. Though it is technically 
possible to seek out other information while avoiding the feed, it is psy-
chologically very difcult. As a result, social media users are defaulted into 
content. 

Not only are social media users defaulted into particular content, but the 
way this content is presented is also itself a default. So called infnite scroll-
ing (that we can scroll down for more content, without end or interruption) 
is an invention intended to promote prolonged engagement or addiction 
(Andersson 2018). Though it is often technically possible to avoid scrolling, 
it is psychologically very difcult. 

Both infnite scrolling and content selection algorithms for feeds are of 
course contingent design features. Social media platforms could instead dis-
play a list of friends, group, events, and so on with only their stable proper-
ties – names and perhaps pictures or short descriptions, from which users 
could actively choose to get the latest updates (this is indeed what early ver-
sions of Facebook looked like). Such a design would be more driven by user 
activity and curiosity and less by automatic behavior. It would not, however, 
as efectively serve social media corporations’ aim to maximize use (it might 
also be less interesting or less fun to use). 

Recent political events like the storming of the US Capitol in Janu-
ary  2021 and related conspiracy theories about election fraud and more 
have helped shift the main concerns with social media away from addiction, 
scattered attention and time waste to a perhaps even more worrisome con-
cern with false information, in particular “fake news” (Lazer et al. 2018). 
Facebook and other media companies routinely distribute “information” 
that is misleading or outright false. The problem is aggravated by personali-
zation of content, which is essentially defaulting users into content selected 
for them based on their previous behavior and the aims of the platform 
provider. Personalization means that some users are consistently exposed to 
similar falsities, making them more vulnerable to integrating fundamentally 
false viewpoints on everything from political elections to the side-efects of 
vaccination. 
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As argued by Eli Pariser (2011, 9–10), the digital “flter bubble” we 
occupy online difers from conventional selective media consumption in 
three ways: 1) you do not choose to enter the bubble – in other words, it is 
a default, 2) the bubble is opaque or “invisible” – services do not typically 
tell you how or even that they are defaulting you into particular content, 
which can easily make you assume that the information you receive is true 
and unbiased, and 3) the bubble is adjusted to you as an individual, not to 
a group to which you belong, which makes it more efective (and divisive). 
Even for those of us who are aware that we are being defaulted into person-
alized content, the psychological tendency to interpret defaults as implicit 
advice means that we are inclined to suppose that information selected for 
us should be particularly good (personal confession: I believe that my social 
media fow is a great source of information because my connections are very 
wise and well informed). 

Consider fnally a diferent sort of default for prolonged engagement, 
which is more obviously designed to induce consumption: the autoplay 
function that has become standard for video streaming services, including 
public service platforms in some countries (such as Sweden). This standard 
was pioneered by Netfix. As a default, end titles are quickly interrupted 
by the start of the next episode in the series or else by a trailer for another 
movie or series. As of February 2020, Netfix users can opt out of this form 
of autoplay, as well as from the previews that otherwise autoplay when 
users hoover over some content. Still, both types of autoplay are operative 
by default, and many users are not aware that there is an opt-out. The opt-
out is to some extent hidden away in the settings section, which many users 
have no (other) reason to access. Obviously, autoplay induces extended tel-
evision watching, which contributes to a sedentary lifestyle, which is known 
to contribute substantially to poor health.7 

4 Online defaults that harm and manipulate 

As we saw in the previous section, online corporations employ sophisticated 
default-setting design features in order to induce particular user behavior. 
These behaviors are often harmful to users, in the sense that they cause 
loss of privacy, excessive consumption of social and other media, and 
distorted worldviews. Such outcomes are bad for the individual user and 
often bad for their societies and fellow citizens. Personalized marketing for 
consumer products helps cement a culture of consumerism that arguably 
causes decreased life satisfaction and defnitely causes accelerated envi-
ronmental degradation. The undermining of respect for privacy and the 
culture of exposure induced by social media may make us all more vulner-
able to microtargeting designed to sway elections, undermine social trust 
or advance other dubious agendas (see Véliz 2020, ch. 4). Other people’s 
warped worldviews may cause them to harm us as individuals as well as our 
liberal democratic institutions, where they exist. 
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The main way in which default-setting causes harm is by inducing users to 
accept suboptimal outcomes. However, default-setting can also harm users 
by imposing opt-out costs on the options that best align with their interests, 
so that even users who are attentive and proactive enough to opt out of 
poor defaults have to pay some cost in order to do so. Though this cost can 
be small on any one occasion, it can be excessive in the aggregate, because 
default-setting is so prevalent. For example, in order to minimize online 
tracking, a frequent internet user must assume the excessive cost of carefully 
checking the privacy settings on all websites visited and make sure to click 
the right boxes. Since websites typically do not remember earlier opt-out 
choices but rather revert to default tracking, the aggregate cost remains high 
over time. 

Harmful as it is, what I  have described may be seen as typical and 
expected market interactions. Markets are indeed potential arenas for ruth-
less exploitation and manipulation, and the associated deterioration of 
human relationships is perhaps a cost to be accepted for the benefts of 
efciency. However, some factors make the online market especially worri-
some. First, the internet is a global market and so the personal relationships 
and the sense of community that can be a counterweight to impersonal mar-
ket interactions are weak. Second, online services can be provided without 
any personal interaction, unlike most physical contexts, where end users 
must at some point be faced. Third, the fact that users are oftentimes not the 
corporation’s costumers, but rather their product, means that corporations 
have less reason to be responsive to user interests and possible grievances. 
Fourth, the online environment is relatively new and changes relatively fast, 
which means users are less prepared and less able to notice and counteract 
sophisticated corporate infuence. 

Though markets can be ruthless and manipulative, they need not be, 
but can instead be arenas for rational cooperation for mutual beneft (see, 
e.g., Maitland 1997 for this perspective on markets). Such cooperation, how-
ever, presupposes honesty and transparency. Much online default-setting is 
characterized by quite the opposite – deceit and nonrational infuence. 

Some scholars hold that deceit or covertness is at the core of manipula-
tive behavior.8 Of course, there is no moral requirement to always disclose 
one’s intentions. Covertness may be morally problematic, however, when 
circumstances are such that without transparency, others will be induced to 
form false beliefs, rather than just stay uninformed (cf. Scanlon 1998, ch. 7). 
There are at least three distinct aspects of a behavioral infuence that may 
be more or less covert: the very fact that there is an infuence, the method of 
infuence, and what motivates the infuence.9 The practices of online media 
corporations are arguably covert in all these three ways. There is lack of 
transparency regarding the basic fact that when we use online services, we 
are infuenced to spend as much time as possible online, and that our behav-
ior is tracked as we do so. There is also lack of transparency regarding the 
methods used to keep us online, for example how our personal information 
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is stored and processed, and how we are induced to share content with 
friends and acquaintances to make them feel that they are socializing and 
conversing rather than receiving advertising. There is, fnally, a lack of 
transparency regarding the reason these services are ofered, for free, that is, 
the very business model of selling personal data and user attention. 

More specifcally for our current purposes, there is lack of transparency 
regarding the fact that online services use default-setting, in what way online 
defaults infuence behavior, and for what purposes. While there is hopefully 
growing awareness about the business model of selling user data and user 
attention to advertisers, this is not due to any eforts by the corporations. 
More transparency could be easily achieved. There are global approaches, 
such as informing users upon signing up for a service how the service 
is fnanced and that it is designed to maximize use. There are also local 
approaches, such as making individual defaults more salient, by, for exam-
ple, displaying some appropriate message before the auto play of another 
episode. Some problematic defaults, such as defaults into false information, 
are unintended side-efects of the business model. However, corporations 
are aware of these efects, and most do very little to either stop them or 
make users aware of them. 

Another feature often taken to be central to manipulation is infuence by 
means other than rational argument and information, which may be disre-
spectful of our rational agency and contrary to moral market interactions.10 

That it bypasses rationality is perhaps the most common complaint against 
benevolent nudging (e.g., Bovens 2009; Grüne-Yanof 2012). Defenders of 
benevolent nudging have pointed out that nudges can induce people to delib-
erate more rationally and better respond to reasons that apply to them (e.g., 
Hanna 2015; Schmidt 2019). In the case of most online corporate default-
setting, however, users are clearly not induced to be more rational. To the 
contrary, the defaults are arguably designed to overcome many users’ rational 
desire to protect their privacy and limit their consumption. These defaults 
likely have negative impact both on user’s process rationality – the degree to 
which they choose rationally, and their outcome rationality – the degree to 
which they realize their own long-term goals (e.g., Engelen 2019). 

5 A potential countermeasure: minimal requirements 

The problem we face as a society is that much of our online environment 
is harmful and manipulative. More specifcally, nonrational behavio-
ral infuence is used covertly to induce behavior that does not align with 
our best interests. One central method of nonrational infuence is default-
setting, that is intentional design of online environments that makes some 
options the paths of least resistance. Because we are prone to stick with the 
default, default-setting is an efective means of infuence. Because opting out 
of the default always requires some efort and often has other associated 
costs, setting a poor default is harmful also to users who opt out. Online 
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default-setting afects our online environment but also to a growing extent 
our physical environment, since we increasingly get our information and 
make our purchases online, and since our household and wearable devices 
are increasingly connected to the internet. 

There are many countermeasures that could be taken to mitigate harm 
and reduce manipulation. Carissa Véliz (2020) has a long list of interesting 
proposals when it comes to protecting privacy. In terms of public policy, 
eforts could be directed at limiting the potential for efective manipulation, 
for example by banning personalized advertising and trade in personal data 
(Véliz 2020, 119–30). Personalized advertising is a plausible target for a ban 
because it could be argued that it is inherently manipulative and morally 
problematic, and we could do fne without it. We could also ban the use 
of some surveillance technologies, like facial recognition (Véliz 2020, 154). 
Online default-setting, however, is not something we can do without. We 
could try to ban the most manipulative defaults, in the sense of the most 
covert and most non-rationally infuential, but this seems very difcult, since 
defaults are pervasive, often imperceptible and always have non-rational 
infuence. 

I propose that one plausible policy response to harmful and manipulative 
default-setting is to impose limits on what sort of outcomes users may be 
defaulted into. Just as there are limits to what products may be at all legally 
marketed, there could be limits to what defaults products may have. These 
limits could apply to pure online services as well as to goods purchases 
online, and really to all products and services. We are used to the idea that 
vehicles and machinery may not be too dangerous to use; that pharmaceu-
tical drugs must be verifably efective; that loans may not have excessive 
interest rates; that consumer products may not be excessively priced: that 
online content may not include hate speech or child sexual abuse material. 
These are some options that should not be accessible at all, defaults or not. 
In addition, however, consumer products should not have default-settings 
that are too poor for most users in most circumstances, even if these options 
should be accessible. While it should of course be legal to share one’s entire 
photo collection openly online, it would be outrageous if such sharing was 
the default outcome of using some social media platform. This would be 
outrageous even if information about the default rule was clearly and visibly 
presented and it was easy to opt out. Defaults that are too poor should not 
be legal. General quality limits for defaults would protect us from options 
that are very poor for most of us most of the time, while leaving it open to 
opt into those options when benefcial. As a complement, it would also be 
sensible to regulate opt-out costs. Just as default outcomes should not be too 
poor, opting out of them should not be too costly. 

To impose legal limits on defaults is to implement a two-tier system: 
there would be two quality thresholds that a product would have to pass 
to be legal. First, the product would have to be of sufcient quality gener-
ally, which includes obstacles to outright dangerous or otherwise very poor 
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options. Second, the products’ default-settings and the associated opt-out 
costs would have to be of sufcient quality. One can certainly argue about 
where lines should be drawn. This goes for general quality as well as for 
defaults. Options that are harmful to most users on most occasions may 
be benefcial to some people in some circumstances and so should perhaps 
be legal. For example, it is rarely in anyone’s interest to accept a loan with 
a 60% interest rate, which is the highest legally permitted interest rate in 
Canada. However, it may be rational to do so if one needs the money short-
term to avoid losing one’s home or to pursue some very lucrative trade 
opportunity. Usury laws should strike a balance between protecting the 
many people for whom it is not rational to accept extreme interest rates and 
benefting those few people for whom it is on occasion rational. So too must 
regulation of defaults strike a balance between competing considerations. 

From any user’s perspective, it is best to be defaulted into an optimal 
option. However, it is not reasonable to expect that others will arrange one’s 
choice situations in such a way or even try to do so. In some cases, corporate 
interests align with the interests of suppliers and customers. More rarely 
do they align with the interests of their product or resource, such as social 
media users. Whether we endorse a stakeholder or shareholder perspective 
on frms, market actors form their strategies and produce their products 
quite freely. This is why market actors need to be regulated to protect social 
interest. 

6 Some principles for minimal defaults 

Limits for defaults must to some extent be set piecemeally. What interest 
rates may be ofered as the default option for diferent kinds of loans will 
have to be considered in the context of loans and considerations relating 
to usury. Similarly, defaults for online services must be considered in the 
context of the online environment. However, I believe there are some gen-
eral principles that can guide policy development. Clearly, the principle 
that default-setting should optimize outcomes for choosers would be too 
demanding. On the other hand, the principle that default-setting must not 
be too harmful is too vague to be useful. Suitable guiding principles should 
be both morally plausible and practically action-guiding. In the following, 
I will propose four principles in three subsections. I will discuss the frst 
principle in some detail and the others more briefy. 

6.1 Non-consumption 

Cass Sunstein is a strong proponent of benevolent default rules. In his book, 
Choosing Not to Choose (2015), he considers defaulting people into pur-
chases of household items like books, sneakers, and toilet paper, in the sense 
that these goods would arrive at your door without you having ordered 
them. Sunstein calls this “predictive shopping” and seems to view it quite 
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favorably, as it would spare people the efort of choosing. Predictive shop-
ping is so far quite unusual and often illegal. In our online environment, 
however, we regularly face advanced predictive and personalized advertising 
and purchase options so salient and easily realizable that purchasing may 
sometimes be the default. In addition, we have products that, after an initial 
purchase, defaults us outright into further purchases or other consumption. 
One way to counter the overall pressure and inducement to consume is 
to regulate defaults. I propose, pace Sunstein, that non-consumption is a 
strong candidate for a regulative principle for defaults, online as well as 
ofine. Non-consumption prevents any form of automatic consumption, 
that is, consumption that you are defaulted into, whether or not it includes 
purchases. 

Non-consumption is a plausible regulative principle for several reasons. 
First, non-consumption is our historically established and perhaps biolog-
ically suitable baseline. If we allow automatic consumption, then as our 
world becomes increasingly digital, we may be defaulted into massive con-
sumption. We are not cognitively equipped for a world where we shape our 
lives by opting out of otherwise automatic consumption, nor brought up 
to confront it. Most parents still encourage their children to make active 
choices, to actively pursue their ambitions and develop their talents, rather 
than bombard them with items and fll their schedules, waiting for them to 
become autonomous by breaking away from a stream of defaults. Though 
we could decide to purposefully change the way we interact with the world 
from opting in to opting out, we arguably should not accept such a radical 
change to happen as a result of blind market forces. 

Second, as Sunstein admits, sellers may not accurately predict what their 
potential customers want or need: “Requiring active choosing in ordinary 
markets minimizes the cost of error” (Sunstein 2015, 94). This goes not 
only for defaults into purchasing or using a product but also for additional 
consumption that follows after the initial purchase. For example, it is best 
to require an active choice for someone to buy a subscription to a streaming 
service, but it is also best to require an active choice for another movie to be 
streamed to them, to ensure that this is what they really want. 

Third, active choice is conducive to autonomy or authenticity, in the sense 
of creating one’s own life. My life is to a larger extent of my own making if 
I own and use the products I do because I deliberately choose them.11 This 
may not be true for all products all of the time. As Sunstein has argued 
elsewhere, there may be reasons to facilitate everyday choices in order to 
leave more room for refection about important ones and thereby promote 
autonomy (e.g., Sunstein 2014, 21). However, I propose that this is at most 
an argument for stimulating the development of high-quality subscription 
services for everyday products, services that consumers can actively opt 
into, not for defaulting us into consumption. 

Fourth, automatic consumption undermines accountability, since no real 
choice is made in order for consumption to take place. The majority of 
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purchases, as well as the consumption of online products such as streaming, 
contribute to environmental degradation. While each instance has very lit-
tle and untraceable impact, the aggregate environmental harm of allowing 
automatic consumption is great. Moreover, the high level of consumption 
in rich countries and among rich people in poor countries does not, for 
the most part, make consumers better of. Even if we disregard coordina-
tion problems such as investments in positional goods, many individual 
purchases do not promote individual happiness, especially if we consider 
the labor required for obtaining the means of purchase. Arguably, only a 
very small portion of our consumption promotes such constituents of (or 
contributors to) human well-being as love, community, friendship, accom-
plishment, creative expression, enjoyment of beauty, or even (net) pleasure. 
It may of course be debated both what is the nature of human happiness 
and what particular consumption contributes to it. Because consumption 
is harmful to the environment, however, and because it is at least not obvi-
ously justifed by its benefts, we should hold ourselves and others account-
able for our purchases and our consumption. 

By allowing consumption to be the default order, we allow ourselves to 
be shaped by it. As Sunstein notes, we often do not have a preference inde-
pendently of the situation we fnd ourselves in, so that “the default rule may 
help to construct that preference” (Sunstein 2015, 38). Once I have a pair 
of sneakers delivered to my doorstep, or a movie running on my screen, the 
endowment efect will kick in and I will be less prone to return the shoes 
or turn of the movie than I would have been to abstain from bringing the 
shoes home or starting the movie. Furthermore, opting out requires efort, 
and so inertia will contribute to cementing the established state of things, 
preventing me from returning the sneakers or turning of the movie. By 
allowing automatic consumption, we allow consumption to be the privi-
leged alternative, not only supported by consumerist social norms and the 
pervasive advertising that fuels them, but also by a number of other psycho-
logical biases. Therefore, we are better of with non-consumption defaults. 

How might a principle of non-consumption be used in practice: does it 
give any action-guidance? Non-consumption clearly excludes predictive 
shopping. Arguably, it also excludes the marginally more modest practice of 
providing potential buyers with unsolicited goods or services, hoping that 
they will purchase them. Unsolicited goods are a default into consumption, 
since once a product has been delivered to me, the default is to make use 
of it. The non-consumption principle therefore underpins UK law on unso-
licited goods, according to which such goods become the property of the 
recipient and it is a criminal ofence to assert a right of payment for them. 
On the other hand, the principle arguably undermines New Zealand law, 
which imposes legal duties on recipients of unsolicited goods, including to 
keep these goods available for collection for ten days (New Zealand Legisla-
tion 2021). The default reaction to having a consumer good delivered to you 
in your home is arguably not to store it for collection. 
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In addition to one-of, one-good purchases, the principle of non-
consumption must handle amalgam products and services. Goods can be 
amalgamated, or bundled, in two dimensions. First, a number of discrete 
items can be sold together, at the same time. This is what is traditionally 
called “product bundling”, a well-known marketing tool in both ofine and 
online contexts (e.g., Yang and Lai 2006). Second, the same or similar prod-
ucts can be sold repeatedly, over time, such as under a subscription. Both 
strategies are enhanced in digital environments. Product bundling is enhanced 
online because bundled ofers can be made based on your tracked previous 
shopping behavior. Subscription services are enhanced online because it is 
easier to include a preselected checkbox for a subscription during an online 
purchase than to default a customer in a physical store into a subscription. 

There are very many possibilities when it comes to specifying non-
consumption along the two dimensions of additional items and repeated 
purchases over time. Defaulting consumers into automatic renewal seems 
clearly in violation of non-consumption. There is room for debate on this 
point, but I do not fnd it implausible to impose the strictest possible inter-
pretation of the principle, such that some minimal purchase option should 
always be the default, while any additional items must be actively chosen. 
Compliance with such an interpretation of the principle might do much to 
remove excess consumption. I could even countenance a maximum duration 
for subscriptions that are actively chosen, perhaps of varying length depend-
ing on the product but with most subscriptions limited to one year. After all, 
the option to renew will no doubt be made very accessible, so the cost to 
users of having to renew annually should not be large. On the other hand, 
indefnite subscriptions can be expensive and are not rarely unwanted. 

Consider now the defaults imposed by social media and streaming ser-
vices such as Facebook and Netfix. By autoplay, Netfix defaults its cus-
tomers into consumption of content, even if it does not involve purchase. 
The principle of non-consumption would arguably rule out this default. The 
obvious conventional minimal consumption option when watching movies 
or episodes is one movie or one episode. To add additional episodes is to 
bundle distinct goods. 

It could be argued that non-consumption would exclude services like 
Netfix altogether, since their very nature is to allow unlimited consump-
tion (for some time period) after one purchase. Such consumption seems far 
from the minimal consumption option. The same argument could then be 
made, and would for consistency have to be made, against all-you-can-eat 
bufets and many other bufet-style goods, where the minimal consumption 
option might be one dish, one portion, or similar. However, content access 
and bufet meals are arguably diferent in kind from a series of purchases of 
individual movies or dishes. The experience of having access to all that con-
tent, and the experience of getting to eat as much as inclined of all that food, 
has an important quality in its own right. This is why streaming services 
(like Netfix and Spotify) were such novelties when they appeared. Hence, 
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non-consumption would not exclude bufet-style goods. Similarly, there is a 
special quality to having a subscription to, for example, a weekly magazine, 
knowing that you will receive it regularly without taking further action. 
Indeed, non-consumption should not preclude opting into a (time-limited) 
system of predictive shopping. 

As for social media feeds, it is less obvious what should be the minimal 
consumption option, because the product or service is itself a novelty. One 
possibility, however, is to impose the default that only some limited amount 
of content can be viewed before an active choice is required to view more. 
A simple “load more” feature could appear after scrolling through a few 
updates (cf. Sharma and Murano 2020). This simple feature might poten-
tially reduce addictive and mindless use. 

6.2 Privacy without cost 

One of Véliz’s (2020) proposals to protect privacy is to stop default collec-
tion of personal data. The idea is that the default option on any product 
or website should collect and keep only such data as is necessary for its 
functionality.12 This is a principle for regulating default-setting: minimal 
data collection. It should be emphasized that the necessity in question refers 
to the individual user’s perspective. Necessary functionality should not be 
taken to include, as Véliz notes, funding the site by trading in collected data, 
or general product development. For example, a navigation app needs to 
collect location data in order to provide continuous directions. It does not, 
however, need to store that data once a trip is completed. Storing location 
data should be an opt-in possibility if it should be available at all. 

Arguably, non-collection is in the best interest of most users in most con-
texts. However, there may be benefts to tracking, for the individual who 
can be targeted with more relevant advertising, and for society, which can 
harness the wealth of personal information for various purposes. Sunstein 
argues, for these sorts of reasons, that “privacy is smart for each but dumb 
for all” (Sunstein 2015, 30). On the other hand, Stuart Russel proposes 
that general insights about aggregate behavior can be reached based on 
encrypted data “without compromising privacy in any way” (Russell 2019, 
71). Hence, minimal collection may mean a prohibition of all collection of 
personal data but only of the collection of non-encrypted personal data. 

When personal data must be collected for some product to function prop-
erly, Véliz argues that this should happen only after a person “meaningfully 
and freely consents” (Véliz 2020, 133). In that spirit, let me propose a com-
plementary principle: minimal opt-out costs. In analogue to minimal data 
collection, this principle prohibits the unnecessary or artifcial imposition 
of opt-out costs. It prohibits, in other words, any opt-out cost that is not 
necessary for functionality.13 A website that collects personal data without 
providing an easy and efective “reject all” option would have to explain, 
ultimately in court, why such an option would harm functionality. Minimal 
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opt-out costs may potentially apply to all default-setting, not only when it 
concerns privacy. In particular, whenever we deem that some treatment of a 
user is so potentially problematic that active consent should be required, it 
makes sense to also require that withholding consent should not be unneces-
sarily costly or cumbersome. 

Sometimes, there is a trade-of between functionality and minimal collec-
tion and possibly also minimal opt-out costs, rather than a clear necessity 
for collection or for substantial opt-out costs. For example, it may be that 
the more extensively a person’s behavior is tracked, the better recommen-
dations can be issued for her. In such cases, meaningful consent should be 
required, and collection and storage should be kept to the minimum required 
for providing good service to the individual user. In addition, any blocking 
of content and any interruption to ask for consent reduces functionality. 
Hence, unless this reduction is outweighed by increased functionality for the 
individual user, requests for data collection must be minimally intrusive.14 

6.3 Truth 

After many years of criticism and calls to action, some social media corpo-
rations have recently started to manage their content for accuracy or truth. 
In mid 2019, Twitter began to fag content from infuential politicians’ 
accounts that violates their rules (Twitter 2019). These rules do not focus on 
the quality of information, however, but rather on various possible harms 
of information. In February  2020, Twitter introduced new rules specif-
cally against synthetic or manipulated media likely to cause harm (Twitter 
2020a), and in May 2020, rules specifcally regarding COVID-19 against 
“misleading information” and “disputed claims” (Twitter 2020b). This 
trend may indicate a growing concern with truth. The storming of the Capi-
tol in January 2021 led to various responses from social media corporations 
against President Donald Trump, including Twitter permanently suspend-
ing his account and Facebook and Google’s service YouTube suspending 
his accounts temporarily. The immediate cause was Trump’s incitement to 
violence, though this incitement rested on false claims about election fraud 
and would not have been as efective without them. 

It has of course always been a problem that people are misled by false 
information. We cannot eradicate lying if we want to respect freedom of 
expression. However, this freedom is not unlimited. Among the few limits 
on free speech implied by Article 17 of the European Convention of Human 
Rights, one concerns “casting doubt on clearly established historical facts” 
(Council of Europe 2018). Similarly, prohibitions on defamation in diferent 
jurisdictions typically prevent statements that are harmful and false. 

In democratic countries, limits to freedom of expression are few and 
specifc. They mostly concern public communication (though forgery 
and fraud are illegal also in private contexts). However, it is arguably 
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reasonable to demand more from information that people are defaulted 
into receiving than from information they actively seek out. While it is 
unfortunate that people actively seek out websites that reinforce preju-
dice and misunderstanding, it is arguably worse if people are served such 
information without even seeking it out, simply because they use a media 
service that presents content to them based on their previous behavior. 
Russell (2019, 197) proposes that there should be a right to “mental 
security – the right to live in a largely true information environment”. 
We might add that there should at least be a right to do so unless one has 
actively opted out of such an environment. We might consider, therefore, 
a principle of truth, that is, a requirement that information provided by 
default is true or at least not demonstrably false or against expert con-
sensus. It may be that some existing products, such as social media plat-
forms, cannot function without frequent violation of such a principle. If 
so, we might accept that those services must be altered or developed in 
order to remain legal. 

7 Conclusion 

Markets are and should be regulated by principles that protect the social 
good. There are some absolute requirements on consumer products: they 
may not be too poor or too harmful and marketing of them must be truth-
ful. Individual customers cannot opt into buying a very dangerous product 
or being targeted by untruthful advertising. 

Many products come with default settings. Online, we are often defaulted 
into consumption, into giving up our privacy, and into receiving false infor-
mation. This is often harmful and manipulative. One potential counter-
measure is to set minimal quality limits for defaults, as a complement to the 
more established limits for what options are at all acceptable. 

When developing minimal quality limits for defaults, we may be guided 
by general principles. I have proposed four such principles. I presented the 
principle of non-consumption in some detail. I considered more briefy the 
principles of minimal data collection, minimal opt-out cost, and truth. If 
my ideas are on the right track, more discussion would be useful in order 
to develop and specify these principles further, as well as to introduce and 
develop others, including more specifc principles for various product types 
and contexts.15 

Notes 
1. See, for example, Ofcom 2018, section on “Internet & online content” for some 

UK data. 
2. See Hummel and Maedche 2019 for a recent systematic overview over empirical 

nudging studies, which concludes that default setting is the most efective type 
of nudge. 



 

  

  

  

  

  

  

  

  

  

  

  

  

  

388 Kalle Grill 

3. I defend the ethical importance of the subjective perspective on defaults in my 
manuscript “The Ethics of Default-setting”. Daniel Kahneman assumes such a 
perspective in discussing regret in his 2011, ch. 32. 

4. Some websites are not as benign as to ofer users a clear choice but rather hide 
their privacy settings behind several difcult-to-navigate pages, sometimes in 
diferent languages. In some cases, there is no visible option to be found other 
than to “accept” data collection, while there may or may not be a link to lengthy 
information about data collection, in which information about how to opt out 
may or may not be buried. 

5. This is one instance of the so called privacy paradox – the fact that internet 
users report valuing privacy yet behave as if they did not. See Barth and Jong 
(2017) for a systematic review of studies that attempt to explain this divergence. 

6. On some ideas behind designing for engagement (or addiction), see Eyal and 
Hoover (2013); for a more scholarly and critical analysis of the ideas behind 
and the consequences of the design of social media and in particularly Face-
book, see Vaidhyanathan (2018); for Facebook co-founder Sean Parker’s direct 
statement that Facebook was designed to maximize use, see Allen (2017). 

7. For the health efects of sedentary lifestyles, see Ford and Caspersen (2012); for 
the connection between sedentary lifestyles and television watching, see Garcia 
et al. (2019). 

8. For example, Goodin (1980), Coons and Weber (2014); for online manipula-
tion in particular, Susser, Roessler, and Nissenbaum (2019). For critical over-
views over the relationship between manipulation and deception, see Cohen 
(2018) and Klenk (2021). 

9. On Whitfeld’s (2020) recent account, obscuring (or rendering “deniable”) one’s 
intentions is a core feature of manipulating. 

10. Scholars who have emphasized this aspect of manipulation include Noggle 
(1996); Baron (2003); Wilkinson (2013); and Hanna (2015). 

11. For development of this ideal, see, for example, Raz (1986, ch. 4). In his dis-
cussion of predictive shopping in Choosing not to Choose, Sunstein mentions 
a possible “standpoint of autonomy” but quickly dismisses it (Sunstein 2015, 
176). In this context, Sunstein assumes that the only point of choosing for one-
self is that one can predict better than others what will promote one’s well-
being, though earlier in the book, he mentions in passing that “authenticity” 
may have non-instrumental value. 

12. Björn Lundgren (2020) has argued, very similarly, that “nothing should be 
shared beyond what is necessary to make the website function properly”. 

13. In my manuscript “The Ethics of Default-Setting”, I argue that this requirement 
may be implied by a more general moral requirement to minimize harm from 
defaults, as well as from a distinct moral requirement that defaults minimize 
any loss of liberty. 

14. Part of the technical solution might be that browsers store privacy preferences 
and inform websites accordingly, as proposed by Lundgren (2020). 

15. Material that later made its way into this chapter was frst presented at the 2018 
Mancept Workshops in Political Theory panel on Paternalism, Nudging and the 
Digital Sphere. The chapter has benefted from discussion at that panel as well 
as at the later workshop series organized for this present volume. Comments 
on an in-between rendition of the material from an anonymous reviewer for 
Moral Philosophy and Politics proved helpful. Lars Lindblom, Björn Lundgren, 
and Michael Klenk provided very helpful written comments on later drafts. My 
work on this chapter is part of the research project “AI, Democracy and Self-
determination”, funded by the Marianne and Marcus Wallenberg Foundation 
(grant number 2018.0116). 
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