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Summary

This paper develops a maximum likelihood (ML) bunching estimator of the
elasticity of taxable income (ETI). Our structural approach provides a natural
framework to simultaneously account for unobserved preference heterogeneity
and optimization errors and for measuring their relative importance. We char-
acterize the conditions under which the parameters of the model are identified
and show that the ML estimator performs well in terms of bias and precision.
The paper also contains an empirical application using Swedish data, showing
that both the ETI and the standard deviation of the optimization friction are
precisely estimated, albeit relatively small.
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1 INTRODUCTION

A large literature addresses the problem of estimating the elasticity of taxable income (ETI) with respect to the net-of-tax
rate, which is a central parameter for tax policy design. The early ETI literature focused on changes in income levels over
time, eventually leading to instrumental variables (IV) approaches that regress changes in taxable income on changes in
the net-of-tax rate (Feldstein, 1995; Gruber & Saez, 2002; Weber, 2014). More recently, bunching approaches to measuring
the ETI have evolved as an alternative to regression methods, following the seminal contribution of Saez (2010). The
idea is that behavioral responses to marginal taxation lead to an excess mass (bunching) in the earnings distribution at
or around a given tax kink, the size of which can be used to identify the ETI under certain assumptions. The purpose of
the present paper is to develop a structural maximum likelihood (ML) method for the bunching approach to measuring
the ETI, which has a number of advantages compared with other methodological approaches. This will be described in
greater detail below.

The bunching approach is appealing, since it circumvents endogeneity and weak instrument problems that are typi-
cal for the IV methods. However, the bunching approach faces practical challenges. In particular, individuals may not
bunch exactly at the kink, but in an interval around it, due to optimization frictions or income shocks that are outside
their control. In that case, in order to estimate the ETI, it is necessary to compare the observed income distribution to a
counter-factual distribution that would have applied in the absence of the tax kink. The literature largely relies on non-
parametric methods such as polynomial smoothing based on histograms to calculate this counter-factual distribution
(e.g., Chetty et al., 2011; Kleven & Waseem, 2013). In a Monte Carlo study, Aronsson et al. (2022) show that the poly-
nomial bunching estimator typically exhibits a downward bias, the size of which varies across settings and levels of the
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2 ARONSSON ET AL.

ETI.1 More specifically, the polynomial approach is potentially problematic because (i) it relies on visual identification of
the bunching range and (ii) the nonparametric estimate is based on the observed income density excluding the bunching
range, which means that optimization errors are ignored outside this bunching interval.

The recent literature has been exploring the distributional assumptions necessary to identify the ETI using the bunching
method. Blomquist et al. (2021) show that the amount of bunching at a kink point cannot identify the ETI without any
assumptions on the shape of the taxable income distribution. The intuitive argument is that one quantity, the number of
individuals within a narrow interval around the kink point (the bunching mass), cannot identify two unknowns, the ETI
and the (unrestricted) counter-factual density of taxable income at the kink.

The paper closest in spirit to ours is Bertanha et al. (2020), which also argues that nonparametric identification of
both the counter-factual distribution and the ETI is impossible in general. In other words, the polynomial approach does
not provide an assumption-free identification. They show that upper and lower bounds of the ETI can be identified if
the steepness of the income density is bounded and suggest two semiparametric approaches to improve the bunching
estimator, a Tobit estimator and a censored quantile regression estimator. Yet, none of these two estimators are designed
for data that include optimization frictions which, arguably, are virtually always present. Therefore, Bertanha et al. again
use polynomial smoothing to remove the optimization frictions from the data. This discussion suggests that identification
of the ETI requires distributional assumptions.

This paper develops a structural model of bunching and a corresponding ML estimator. We follow earlier research in
assuming that income formation is driven by a log-linear labor supply model with log-normal unobserved components.2
The ML approach has several advantages over procedures based on polynomial smoothing of the distribution around
the kink. First, and foremost, measurement errors/optimization frictions can be modeled explicitly, which allows for the
estimation of their size as opposed to the visual determination of the bunching interval. As indicated above, this aspect is
potentially very important, since individuals may not bunch exactly at the tax kink.

Second, the ML estimator can easily be extended to include covariates and can thus control for observable characteristics
of different types of taxpayers, while still assuming common distributions of the unobserved income component and the
optimization frictions, respectively. Finally, the flexibility of the approach goes beyond our particular applications, as the
precise model can be adjusted and the number of behavioral margins of the underlying model can be increased. It is also
applicable to nonconvex budget sets, which arise, for example, in the presence of notches in the budget constraint (see,
e.g., Pudney, 1989 chapter 5 and Hausman, 1980; see also Kleven & Waseem, 2013, for a recent application), as well as to
models where the ETI is heterogeneous in the population.3

Section 2 sets out the economic model, in which utility maximization yields a log-linear earnings function (the stan-
dard model of income formation in the ETI literature). We use this framework to present the bunching approach to the
ETI. A corresponding ML estimator, which can simultaneously account for unobserved income heterogeneity and opti-
mization errors, is presented in Section 3. We also describe the conditions under which the parameters of this model
are identified as well as characterize the performance of the ML estimator compared with the conventional polynomial
bunching estimator. The latter is accomplished through a Monte Carlo study. Specifically, we consider the performance
of the normal–normal model, where the unobserved component of the optimal earnings as well as the optimization fric-
tion are log-normal, under different data generating processes (including the normal–normal, two-component mixture
normal, and the Pareto distribution). The results show that the ML bunching estimator performs well in terms of bias and
precision and that it outperforms the polynomial estimator.

In Section 4, we present an empirical application of the ML bunching estimator based on Swedish register data. In
doing so, we also compare the ML estimate of the ETI with the estimate corresponding to the polynomial approach. Two
samples of tax payers are analyzed: one referring to all tax units and the other to the self-employed, and the income
concept is the taxable labor income. By using the ML bunching estimator, we obtain a point estimate of the ETI of about
0.007 when the data refer to all tax units, while the point estimate is roughly 10 times higher for the self-employed. In each
case, both the ETI and the standard deviation of the optimization frictions are precisely estimated. The point estimates
of the ETI based on the polynomial approach vary considerably depending on the choice of window when measuring the
counter-factual distribution. Section 5 concludes the study. Technical details and proofs can be found in the supporting

1The results of Aronsson et al. (2022) also show that IV regression estimators are typically imprecise, and that both IV estimators and polynomial
bunching estimators are outperformed by an Indirect Inference estimator new to the ETI literature.
2Saez (2010) and many subsequent studies rely on the same strict assumptions on individuals' preferences, as implied by the basic log-linear labor
supply model, in order to identify the ETI.
3A model with heterogeneity in the ETI and the corresponding ML estimator are presented in a background working paper (Aronsson et al., 2021).
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ARONSSON ET AL. 3

information appendix, where we also present an extension of the ML bunching estimator to a case with nonconvex budget
sets caused by a notch.

2 A MODEL OF BUNCHING: INTUITION AND CHALLENGES

In this section, we present the intuition behind the bunching estimator as well as some of the associated methodological
challenges. We also reformulate the discussion into a coherent formal framework, which can be used in the parametric
approaches taken in later sections.

The core intuition is straightforward: If the taxable income reacts to the net-of-tax rate (i.e., if the elasticity is different
from zero), then the income distribution will be a function of the net-of-tax rate. This is shown in the left panel of Figure 1,
which illustrates two realizations of the distribution of taxable income under two different constant net-of-tax rates, 𝜏c

1 and
𝜏c

2, where 𝜏c
1 > 𝜏

c
2. Let z denote taxable income, and let the corresponding distributions of taxable income be represented

by the density functions 𝑓 (z; 𝜏c
1) and 𝑓 (z; 𝜏c

2).
We assume that taxable income depends on both the net-of-tax rate and some heterogeneous individual component 𝜔,

such that z(𝜏c;𝜔) identifies a certain income level, and the distribution of 𝜔 determines the income distribution given
the net-of-tax rate. The density of 𝜔 is given by the continuous function 𝑓 (𝜔). If the net-of-tax rate decreases given the
distribution of 𝜔, the income distribution shifts to the left. In the left panel of the figure, and for a particular level of 𝜔
indicated by �̄�, the income level shifts by the distance d. Suppose that the net-of-tax rate equals 𝜏c

1 up to the taxable income
level k, which is the kink point, and 𝜏c

2 for all income levels above k. The resulting distribution of income is shown in the
right panel of Figure 1. Up to the income level k, the income distribution is given by 𝑓 (z; 𝜏c

1) (the red line in the left panel),
and for incomes exceeding k the income distribution equals 𝑓 (z; 𝜏c

2) (the blue line in the left panel). The mass of tax payers
who would otherwise have realized incomes between k and k + d under the net-of-tax rate 𝜏c

1 all realize the income level
k, causing the observed distribution to spike at the kink point k. In other words, there is a tendency to bunch at the kink
point, and the mass of people at k—which equals the probability to realize the income level k—is the bunching mass, B.

Saez (2010) shows that the bunching mass and the observed income densities before and after the kink point can identify
the ETI, given some assumptions on individual preferences. As both B and the two densities are observable, the only
assumptions that have to be made refer to the structure of individual preferences and whether individuals can optimize
without frictions. We will assume frictions away for now and add them to the model later on in this section.

2.1 Behavioral model

In order to estimate the ETI, we need behavioral assumptions. We base our estimator on the model structure used by
Saez (2010) and much of the subsequent literature, which allows us to directly compare our results to those found in earlier
studies. Note that the behavioral model structure is needed to identify the ETI also in so-called nonparametric estimations.

FIGURE 1 Basic intuition. Note: In the left panel, 𝑓 (z; 𝜏c
1) and 𝑓 (z; 𝜏c

2) describe the density functions of optimal earnings under the
respective marginal net-of-tax rate 𝜏c

i (i = 1, 2). k describes the income level at which the marginal tax rate changes from the lower rate 𝜏1 to
the higher rate 𝜏2. d describes the difference in income levels of the marginal taxpayer under the marginal tax rate 𝜏1 and the marginal tax
rate 𝜏2. The right panel depicts the observed income distribution, which equals 𝑓 (z; 𝜏c

1) at income levels below k, 𝑓 (z, 𝜏c
2) at income levels

above k, and ∫ k+d
k 𝑓 (z; 𝜏c

1)dz at k. 𝑓 (�̄�) identifies the marginal taxpayer whose observed income level does not exceed the income level k
under 𝜏2. In order to correspond to the density 𝑓 (z; 𝜏c

1), it has to be rescaled with d𝜔(𝜏c
1 ,k+d)
dz

(see Appendix A, Equation A.4).
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4 ARONSSON ET AL.

Even though we use a relatively simple model here, our approach is flexible with respect to the model framework, which
is one of its advantages.

The preferences over consumption, c, and work hours, h, are represented by the quasilinear utility function

u(c, h) = c − 𝜂

1 + 1∕𝛼

(
h
𝜂

)1+ 1
𝛼

, (1)

which yields the log linear labor supply function given the before-tax wage rate, w, and the marginal tax rate, 𝜏,

ln h∗(w, 𝜂) = 𝛼 ln w(1 − 𝜏) + ln 𝜂. (2)

In Equation (2), 𝛼 > 0 is the elasticity of the labor supply with respect to the marginal net wage rate, w(1 − 𝜏), and 𝜂 > 0
is the disutility of work.

While earnings, z = wh, are assumed to be observable, both the before-tax wage rate and the disutility of work are
unobservable. The optimal earnings function then takes the form:

ln wh∗ = 𝛼 ln 𝜏c + ln𝜔 ≡ ln z∗, (3)

where 𝜏c ≡ (1 − 𝜏) is the marginal net-of-tax rate corresponding to income z∗. The unobserved heterogeneity in wages
and in the disutility of work reduces here to one single variable, 𝜔 = w(𝛼+1)𝜂, describing an unobserved component of the
individual's income. The behavioral response of earnings to an increase in the marginal net-of-tax rate is then defined as
d ln z∗∕d ln 𝜏c = 𝛼. Thus, since earnings constitute the only income source by assumption, 𝛼 is interpretable as the ETI.

2.2 Measuring the bunching mass

Given the modeling structure, it is possible to recover an estimate of the ETI from the observation of a single cross section
of the earnings distribution around the kink. If the ETI is strictly positive and if the net-of-tax rate to the left of the kink
is larger than the net-of-tax rate to the right of the kink, then we expect to observe some accumulation of observations at
the kink. We denote the amount of bunching at k, that is, the proportion of observations with earnings equal to k, as B.
The intuition is clear: the larger the bunching mass, the larger will be the ETI.

In the perfect bunching case (without optimization frictions), Saez (2010) shows that the bunching estimator of the ETI
is defined implicitly as the solution in terms of 𝛼 of the following equation:

B = g(𝛼, 𝑓 (k−; 𝜏c
1), 𝑓 (k+; 𝜏c

2); 𝜏
c
1, 𝜏

c
2), (4)

where g(.) is a known function of the ETI, 𝛼, and of the net-of-tax rates 𝜏c
1 and 𝜏c

2. It also depends on the densities of
the earnings distribution near the kink 𝑓 (k−; 𝜏c

1) and 𝑓 (k+; 𝜏c
2). We describe Saez's construction more thoroughly in the

supporting information Appendix A.

2.3 Imperfect bunching

The empirical results in Saez (2010) and in most subsequent studies acknowledge that bunching is imperfect, that is,
it occurs in an interval around the kink rather than precisely at the kink, as displayed in Figure 2. Imperfect bunching
complicates the estimation of B, because the bunching population is now spread out over an interval that contains also
individuals that do not bunch. The bunching probability B (the green striped area in Figure 2) then equals the probability
to be in the interval (both shaded areas), minus the probability to be one of the individuals in the interval that did not
intend to be at k (the yellow shaded area). B is therefore referred to as excess bunching. This correction requires an
assumption about the counter-factual density in the interval around k in the absence of a kink point. Saez (2010) assumes
that the counter-factual density on each side of the kink equals the density next to the bunching interval.

While the intuition of the bunching estimator is clear and provides a simple and theory-based method to estimate
the ETI, it is empirically challenging. If bunching is imperfect (which virtually all studies in the literature assume), the
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ARONSSON ET AL. 5

FIGURE 2 Excess bunching. Note: The graph shows the density of
observed earnings in the case of imperfect bunching. Shaded areas
depict the bunching interval. The green striped area depicts excess
bunching B.

measurement of B requires both the identification of the bunching interval and an assumption about the counter-factual
density around the kink.

Several authors have proposed further refinements of Saez's first approach, which are mostly concerned with the ques-
tions of estimating the counter-factual earnings distribution if bunching is imperfect and estimating the earnings density
on either side of the kink, that is, 𝑓 (k; 𝜏c

1) and 𝑓 (k; 𝜏c
2). In particular, Chetty et al. (2009, 2011) fit a higher-order polyno-

mial through the observed income density with exception of the bunching interval. Several other studies proceed along
these lines (e.g., Bastani & Selin, 2014, and Kleven & Waseem, 2013).

In the polynomial approach developed by Chetty et al. (2011, 2009), the earnings data are first collected into relatively
narrow bins to construct a histogram of the distribution of earnings before and after the kink. Then, a polynomial is fitted
through the observed income histogram excluding observations near the kink on either side. The degree of the poly-
nomial is determined using a calibration procedure (Chetty et al. 2009, 2011, use a polynomial of order 7). Finally, the
approach corrects the portion of the polynomial above the kink iteratively, such that the integral under the estimated poly-
nomial corresponds to the number of total observations. The resulting polynomial serves as the counter-factual income
distribution for identifying the bunching mass.

3 A ML ESTIMATOR

As discussed in Section 2, the literature typically assumes that bunching is imperfect. Individuals may not be able to
aim perfectly at the kink and their earnings may vary in ways that they do not control. However, optimization errors
are typically not modeled explicitly. Instead, it is just assumed that bunching occurs in an interval around the kink. This
section presents a ML estimator of the ETI under imperfect bunching, where unobserved heterogeneity and optimization
errors are accounted for simultaneously. Thus, we make an explicit distinction between the observed and the optimal
earnings (where the optimal earnings are generated by the underlying behavioral model).

We start from the model based on the preferences in Equation (1), which determines the optimal level of earnings as
well as the relevant net-of-tax rate. In the single-kink case we have the following:

⎧⎪⎨⎪⎩
if 𝛼 ln 𝜏c

1 + ln𝜔 < ln k: ln z∗ = 𝛼 ln 𝜏c
1 + ln𝜔,

if 𝛼 ln 𝜏c
2 + ln𝜔 > ln k: ln z∗ = 𝛼 ln 𝜏c

2 + ln𝜔,
if 𝛼 ln 𝜏c

1 + ln𝜔 > ln k and 𝛼 ln 𝜏c
2 + ln𝜔 < ln k: ln z∗ = ln k.

(5)

The observed earnings zo that the individuals experience in the end are determined by the optimal earnings z∗ and a shock
𝜖 such that

ln zo = ln z∗ + ln 𝜖. (6)

 10991255, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/jae.3015 by U

m
ea U

niversity, W
iley O

nline L
ibrary on [31/01/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



6 ARONSSON ET AL.

FIGURE 3 Distribution function of observed earnings. Note: The graphs show the densities of optimal earnings. Shaded areas depict the
probability that observed earnings are below a certain level t, given the size of the shock 𝜖 and the distribution of optimal earnings.

We assume that ln𝜔 and ln 𝜖 are independently normally distributed. As before, ln𝜔 has mean 𝜇 and variance 𝜎2
𝜔. 𝜖 is

a multiplicative shock and is log normally distributed with mean 1, which implies that the logarithm of 𝜖 is distributed
normally with ln 𝜖 ∼  (− 𝜎2

𝜖

2
, 𝜎2

𝜖 ).4
In order to estimate the parameters of this model using the ML method, we need to derive the density function of

observed earnings. To that aim, we first derive the distribution function. We describe the distribution of observed earn-
ings ln zo given our assumptions concerning the distribution of optimal earnings ln z∗ (which depend on the unobserved
component 𝜔, the ETI 𝛼, and the net-of-tax rate 𝜏c) and the distribution of ln 𝜖.

The distribution function of observed earnings at some level t equals the probability that observed earnings zo = z∗𝜖
are less than t, or, equivalently, that optimal earnings z∗ are less than t

𝜖
:5

H(t) ≡ P[z∗𝜖 < t] = E𝜖[P[z∗𝜖 < t|𝜖]] = E𝜖

[
P

[
z∗ < t

𝜖
|𝜖]] .

Given the distribution of the unobserved component of optimal earnings 𝜔, the distribution of optimal earnings z∗
depends on the net-of-tax rate and is therefore different to the left and to the right of the kink. For 𝜖 larger than t

k
, the dis-

tribution function of t
𝜖

corresponds to the distribution function of optimal earnings given the net-of-tax rate to the left of
the kink. For 𝜖 smaller than t

k
, the distribution function of t

𝜖
corresponds to the distribution function of optimal earnings

given the net-of-tax rate to the right of the kink.
Let g(𝜖) denote the probability density function of the shock 𝜖, F̃1(x) = P[z∗ < x] the distribution function of optimal

earnings under the net-of-tax rate 𝜏c
1, and F̃2(x) = P[z∗ < x] the distribution function of optimal earnings under the

net-of-tax rate 𝜏c
2. We can now decompose F̃2(x) using F̃1(x), the probability that optimal earnings are at the kink B(k) =

P[z∗ = k], and the distribution function of optimal earnings above the kink F̃2(x)|z∗>k = P[k < z∗ < x]. This is done in
Equation (7). Figure 3 depicts the decomposition.

H(t) =∫
t
k

0

(
F̃1(k) + B(k) + F̃2|z∗>k

( t
𝜖

))
g(𝜖)d𝜖

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
t
𝜖

above kink

+ ∫
+∞

t
k

F̃1

( t
𝜖

)
g(𝜖)d𝜖

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
t
𝜖

below kink

.
(7)

The density of observed earnings h(t) is derived from the cumulative distribution function, H(t), such that h(t) ≡ dH(t)∕dt.
Some algebra yields

h(t) =1
k

B(k) g
( t

k

)
+ ∫

t
k

0
𝑓2

( t
𝜖

)
g(𝜖)d𝜖

𝜖
+ ∫

+∞

t
k

𝑓1

( t
𝜖

)
g(𝜖)d𝜖

𝜖
, (8)

4The normality assumption is analytically convenient. Alternatively, the probability density function for 𝜖 could take the form of the density of a gamma
distribution with parameter 𝛾 where the expectation is 1, that is, g(𝜖) = 𝛾𝛾

𝛤 (𝛾)
𝜖𝛾−1 exp(−𝛾𝜖). In the supporting information Appendix B.1, we consider the

case with a log-laplace distribution for the friction.
5Note that any positive level of observed earnings is consistent with any positive level of optimal earnings, as the absolute value of 𝜖 is unbounded.
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ARONSSON ET AL. 7

FIGURE 4 Decomposing the density of observed earnings. Note:
The dotted line shows the density function of observed earnings for
an example distribution of 𝜔 and a tax system with one kink. The
continuous lines describe the three components of h(t) given in
Equation (9).

where 𝑓1 and 𝑓2 describe the density functions of optimal earnings given the net-of-tax rates 𝜏c
1 and 𝜏c

2.
Let 𝜍 ≡ 1∕𝜎𝜖 and 𝜈 ≡ −𝜎𝜖∕2 = −1∕(2𝜍). Given the normality assumptions and the specification of the optimal earnings,

see Equation (3), the density of observed earnings with imperfect bunching takes the following form6

h(t) = 𝜍

t
𝜙(𝜍 ln t − 𝜍 ln k − 𝜈)B(k)

+ s𝜍
St
𝜙
(1

S
(𝜍s ln t − (𝜆2𝜍 + 𝜈s))

)
𝛷
[1

S
(𝜍2 ln t − S2 ln k + 𝜍𝜈 − 𝜆2s)

]
+ s𝜍

St
𝜙
(1

S
(𝜍s ln t − (𝜆1𝜍 + 𝜈s))

)
𝛷
[1

S
(S2 ln k − 𝜍2 ln t + 𝜆1s − 𝜍𝜈)

]
,

(9)

where the parameters s, S, 𝜆1, and 𝜆2 are such that:

s ≡ 1
𝜎𝜔
,

S2 ≡ s2 + 𝜍2,

𝜆1 ≡ s𝛼 ln 𝜏c
1 + s𝜇,

𝜆2 ≡ s𝛼 ln 𝜏c
2 + s𝜇.

(10)

Furthermore, under our assumptions B(k) = 𝛷[s ln k − 𝜆2] −𝛷[s ln k − 𝜆1] and as a consequence, we require 𝜆1 − 𝜆2 > 0
to insure that some bunching exists.

Figure 4 illustrates the effect of imperfect bunching on the distribution of earnings in a simple case where the variance
of the shock to optimal earnings is substantial.

3.1 Estimation

With imperfect bunching, all earnings values have a positive density, and the likelihood can be expressed in terms of h(t)
only. The probability of observing a given earnings value in the range around the kink, that is , in some interval

[
z, z̄

]
such

that z < k < z̄, is given by7

P[z < zo < z̄] = ∫
z̄

z
h(t)dt.

6We derive the density in the supporting information Appendix B. We use the parameters s, 𝜍, 𝜆1, and 𝜆2 instead of the underlying deep parameters
𝜎𝜔, 𝜎𝜖, 𝛼, and 𝜇, when presenting the density function for the observed earnings, as this simplifies the expressions.
7The bunching estimator is local in the sense of relying on information in an interval around the tax kink to estimate the ETI. Note that

[
z, z̄

]
is not

necessarily a narrow range of observations. We show in Section 3.3 that the ML estimator is not particularly sensitive to changes in the upper and lower
limits of the observed income range as long as the model is well-specified.
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8 ARONSSON ET AL.

In general, the log-likelihood for a sample of n observations of individual earnings, zo
i (in the interval

[
z, z̄

]
) is

then simply:

lnIB,n =
n∑

i=1
ln h(zo

i ) − n lnP[z < zo < z̄]. (11)

The maximization of the likelihood above with respect to its parameters 𝜆1, 𝜆2, s, and 𝜍 will provide the ML estimates
�̂�1, �̂�2, ŝ, and �̂�, from which we can calculate the estimates of the underlying structural parameters 𝜎𝜔, 𝜎𝜖, 𝛼, and 𝜇.

Using the link between the statistical model and the economic structure, see the expressions (10), the estimator for the
ETI takes the form:

�̂�IB,norm = �̂�1 − �̂�2

ln(𝜏c
1) − ln

(
𝜏c

2
) 1

ŝ
. (12)

In this case, we can estimate all the parameters of the model, in particular that of the variance of the shock to optimal
earnings, and thus fully control for the effects of the shock 𝜖 when estimating the ETI.

3.2 Identification

As shown in Equation (6), the observed earnings, zo, are determined by the optimal earnings, z∗, and a shock (optimization
error), 𝜖, such that ln zo = ln z∗ + ln 𝜖, where the unobserved components of the optimal earnings, ln𝜔, and ln 𝜖 are
independently distributed. While maintaining the assumption that 𝜖 is log normal such that ln 𝜖 ∼  (

− 𝜎2
𝜖

2
, 𝜎2

𝜖

)
, we

assume here that ln𝜔 is characterized by the density function 𝑓𝜔 and distribution function F𝜔. The distribution F𝜔 is left
unspecified in this section. We also assume that the population variance of the shock/friction is bounded above, 𝜎𝜖 < �̄�𝜖 .
Therefore, frictions account for a small part of the variability of observed earnings in the population.

Given the distribution of the unobserved component of the optimal earnings, F𝜔, we can deduce the distribution of the
optimal earnings in a given tax context. Let F∗ and 𝑓 ∗ denote the cumulative distribution function and density function,
respectively, of the optimal earnings. The identification of the parameter 𝛼 given the observation of the density𝑓 ∗ is treated
in Saez (2010), Chetty et al. (2011), and more generally, in Blomquist et al. (2021), which give precise conditions on the
distribution F𝜔 in order to deduce an estimate of 𝛼 from 𝑓 ∗. Blomquist et al. (2021) show that the normality assumption
or, more generally, a clear assumption on the smoothness of the density of the unobserved component is necessary for
point identification of 𝛼. Indeed, assuming that the distribution of ln𝜔 is normal (as we do elsewhere in this paper), one
can identify 𝛼 from the knowledge of 𝑓 ∗ (this is shown in the supporting information Appendix C).

Let us now turn to identification in the presence of a friction/optimization error, where 𝑓 o is used to denote the proba-
bility density function of the observed log-earnings. With a slight abuse of notation, because of the atom at the logarithm
of the kink, we continue to use 𝑓 ∗ to denote the density of the log of optimal earnings, while 𝑓 e denotes the probabil-
ity density of the log of the friction component. The convolution operation, which generates Fo from Fe and F∗, is given
by Fo = F∗ ∗ Fe. Finally, we assume that the characteristic functions of each distribution exist and denote them as 𝜓o

𝜓∗ and 𝜓 e, respectively. Thanks to the independence assumption between the optimal earnings and the friction and the
definition of the observed earnings, the characteristic functions satisfy the relationship:

𝜓o = 𝜓∗𝜓 e.

Since the main characteristic of the distribution of optimal earnings in the presence of a kink in the budget constraint
is the bunching at the kink, we build the identification discussion around this property. We follow the method of proof
proposed by Schwarz and Van Bellegem (2010) and show that we are able to identify 𝜎2

𝜖 and 𝑓 ∗ (see Moore, 2022 who
adopts a similar strategy). We therefore restrict the family of distribution of optimal earnings to the distribution which
clearly bunch at the kink in the absence of frictions.

In the supporting information Appendix D.1, we analyze how the density of the optimization friction 𝜖, g(𝜖), behaves
as 𝜎𝜖 changes. We show that as 𝜖 varies from 0 to +∞, the function g′𝜎𝜖 (𝜖) is nonnegative outside of the interval ( 1

𝜖
, 𝜖) and

negative inside it, where

𝜖 = exp
⎛⎜⎜⎝𝜎𝜖

√
1 +

𝜎2
𝜖

4

⎞⎟⎟⎠ .
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ARONSSON ET AL. 9

Moreover, outside the interval [M
𝜎𝜖
, M̄𝜎𝜖 ], one can show that the value of the derivative g′𝜎𝜖 (𝜖) is negligible, where the

bounds are such that M
𝜎𝜖
≡ exp

(
−�̄�𝜖

(
r + �̄�𝜖

2

))
and M̄𝜎𝜖 ≡ exp

(
�̄�𝜖

(
r − �̄�𝜖

2

))
for a large enough value of r which we can

choose.
We will then impose the following restrictions on the distribution of optimal earnings:

Condition OB1. (obvious bunching of optimal earnings) For any 𝜎𝜖 ∈ (0, �̄�𝜖), for any 𝜂 ≤ �̄�𝜖

√
1 + �̄�2

𝜖

4
, and for any t

in an interval I(𝜎𝜖) = [M
𝜎𝜖
, k exp(−𝜂)] ∪ [k exp(𝜂), M̄𝜎𝜖 ], the distribution of optimal earnings is such that:

P[k exp(−𝜂 − u) ≤ z∗ < k exp(𝜂 − u)] > P[t exp(−𝜂) ≤ z∗ < t exp(𝜂)]

for any u in the interval
(
−𝜎𝜖

√
1 + 𝜎2

𝜖

4
, 𝜎𝜖

√
1 + 𝜎2

𝜖

4

)
.8

This condition ensures that the probability of finding the optimal earnings in any interval that contains the kink is
larger than the probability of finding it in intervals of comparable size centered elsewhere but not too far away from
the kink. It implies in particular that

Ps ≡ max
t∈I(𝜖)

P[t exp(−𝜎𝜖) ≤ z∗ < t exp(𝜎𝜖)]

is bounded above strictly by P[k exp(−𝜂) ≤ z∗ < k exp(𝜂)] for 𝜂 ≤ �̄�𝜖

√
1 + �̄�2

𝜖

4
. This assumption is satisfied if there is

bunching at k exactly.9 Furthermore, let

Pmin ≡ min
1
𝜖
<u<𝜖

P

[
k
u

exp(−𝜂) ≤ z∗ < k
u

exp(𝜂)
]
,

and therefore
Pmin > P[z∗ = k].

We now impose a second (technical) condition which ensures that the bunching is substantial enough to dominate
the behavior at the tail of the friction distribution 10:

Condition OB2. (obvious bunching of optimal earnings)

Pmin − Ps ≥ −(1 − Ps)
∫ M

𝜎𝜖

0 g′𝜎𝜖 (𝜖)d𝜖 + ∫ +∞
M̄𝜎𝜖

g′𝜎𝜖 (𝜖)d𝜖

∫ 𝜖
1
𝜖

g′𝜎𝜖 (𝜖)d𝜖
.

Note that the right-hand side of the above inequality is positive; hence, the condition imposes a real constraint. How-
ever, the numerator of the last term is negligible whenever the bounds M

𝜎𝜖
and M̄𝜎𝜖 are well chosen. This condition

will be satisfied whenever the ETI is strictly positive.
The focus on the interval I(𝜎𝜖) ensures that we compare the probability around the kink with nearby intervals

and not intervals 'further' away where the data may be more densely distributed than around the kink. We assume
therefore that the class of models of interest is such that:

8The ratio of the upper to the lower bound for the intervals around t or k is exp (2𝜂) in either case. The interval around k is not centered at k but always
contains it.
9Note moreover that in general for 𝜂 such that 𝜂 ≤ �̄�𝜖

√
1 + �̄�2

𝜖

4

P[z∗ = k] ≤ P[k exp (−𝜂) ≤ z∗ < k exp (𝜂)].

10The support of the density of the optimization friction ranges from 0 to ∞; however, when 𝜎𝜖 is small enough, the density is concentrated around and
not too far from 𝜖 = 1.
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10 ARONSSON ET AL.

Condition A. Assuming ln 𝜖 ∼  (− 𝜎2
𝜖

2
, 𝜎2

𝜖 ) with 𝜎𝜖 < �̄�𝜖 , and for some given 𝜂 small and positive, the probability

P

[
exp(−𝜂) ≤ z∗𝜖

k
< exp(𝜂)

]
= E𝜎𝜖

[
P
[| ln z∗ + ln 𝜖 − ln k| < 𝜂| ln 𝜖

]]
is strictly decreasing with 𝜎𝜖 over the range [0, �̄�𝜖].

Condition A requires that bunching at or near the kink in the distribution of observed earnings decreases as the variance
of the friction process increases. It further excludes models of optimal earnings where the density of optimal earnings
infinitesimally close to the kink increases fast after and/or decreases fast before the kink. If this was the case, the presence
of frictions would make the identification of the density of optimal earnings based on bunching very difficult. Excluding
such cases makes the identification argument direct.

The next result states that Condition OB1 and Condition OB2 are necessary conditions for Condition A (see supporting
information Appendix D.2 for a proof).

Lemma 1. Any distribution of optimal earnings which satisfies Condition OB1 and Condition OB2 satisfy Condition A.

This result allows us to adapt the argument developed by Schwarz and Van Bellegem (2010) to the class of models of
optimal earnings where the density 𝑓 ∗ satisfies Conditions OB1 and OB2 and therefore, assuming that the friction process
is log-normal, the distribution of observed earnings satisfies Condition A. We first state a version of their Lemma 2.2.

Lemma 2. Consider two distinct models for the distribution of optimal earnings F∗
1 and F∗

2 which satisfy Condition A,
and two distinct models of frictions𝜎1 and𝜎2 , with 0 < 𝜎1 < 𝜎2 < �̄� such that the distribution of observed earnings
F∗

1 ∗ 𝜎1 and F∗
2 ∗ 𝜎2 are observably equivalent, Fo

1 = Fo
2 . Then F∗

1 is the convolution of F∗
2 with the model of friction

𝜎3 , where 𝜎3 =
√
𝜎2 − 𝜎1.

The proof is identical to theirs and relies on the expression of the characteristic function of the distribution of the friction:
𝜓e,𝜎 = exp

(
− 𝜎2

2
(it + t2)

)
.

We can now state a result similar to their Theorem 2.1, which shows that the parameter of the distribution of the
optimization friction is identified (which we prove in the supporing information Appendix D.3)

Proposition 1. The distribution of optimal earnings as well as the standard deviation of the friction, 𝜎𝜖 with 𝜎𝜖 > 0, are
identified if Condition A on the distribution of observed earnings is satisfied.

3.3 Performance

We have carried out a small Monte Carlo study, where the performance of the ML bunching estimator is compared with
performance of the polynomial estimator based on the approximation proposed by Chetty et al. (2011). While we estimate
a model based on the assumptions that ln𝜔 and ln 𝜖 are normally distributed, three distinct data-generating processes
will be considered. Data are generated with about 14,000 observations such that the kink is located at 490, which is the
position of the first kink in the Swedish tax system in 2019, measured in 1000's of SEK, and the values of the net-of-tax-rate
before and after the kink are 0.6585 and 0.46585, respectively. For each data-generating process, we consider two cases
where the true ETI is set at 0.05 or 0.1, respectively. The results of the Monte Carlo analysis are presented in Tables 1–3
below, and the sampling distributions are illustrated graphically in the supporing information Appendix F for the case
where the true ETI is 0.05.

The first data-generating process corresponds to the normal–normal model described earlier, that is, where the unob-
served component of the optimal earnings and the optimization friction are both log-normal. The mean and standard
deviation of the unobserved component of the optimal earnings are set at 6 and 0.25, respectively, while the standard
deviation of the optimization error is set at 0.005. We assume to begin with that the earnings are observed in an interval
around the tax kink between 420 and 560. In this case, the likelihood of the normal–normal model is well specified. To
apply the polynomial method of Chetty et al. (2011), data is divided into bins of unit size (141 bins). We then fit a polyno-
mial of order 7 over the binned data and exclude observations within either 5, 10, or 15 bins around the kink. The results
are presented in Table 1. We can see that the ML estimator is practically unbiased when the true ETI is 0.1, while there is a
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ARONSSON ET AL. 11

TABLE 1 Normal–normal data, estimators sampling distribution. Mean Median Std dev Min Max
(A) Normal–normal data, 𝛼 = 0.05.

Likelihood 0.0525 0.0526 0.00359 0.0404 0.0639
Chetty, 5 0.0441 0.0441 0.00357 0.0341 0.0557
Chetty, 10 0.0481 0.0480 0.00579 0.0301 0.0670
Chetty, 15 0.0460 0.0461 0.00960 0.0201 0.0739

(B) Normal–normal data, 𝛼 = 0.1.
Likelihood 0.1040 0.1040 0.00463 0.0883 0.116
Chetty, 5 0.0869 0.0868 0.00487 0.0718 0.104
Chetty, 10 0.0977 0.0976 0.00762 0.0779 0.124
Chetty, 15 0.0956 0.0952 0.01190 0.0621 0.138

Note: The table describes descriptive statistics of the sampling
distribution for a number of estimators of the ETI based on a thousand
replication of the data generation described in the text. The likelihood
row refers to the ML estimator assuming that the correct specification
accounts for a log-normally distributed unobserved component, 𝜔, and
for a log-normally distributed friction component 𝜖. Each Chetty, p row
corresponds to the polynomial estimator suggested by Chetty
et al. (2011) when p bins on either side of the kink are excluded. In the
upper part of the table the “true” ETI is set to 0.05, while it is set to 0.1
in the bottom part of the table.

TABLE 2 Two component normal mixture–normal data, estimators
sampling distribution.

Mean Median Std dev Min Max
(A) Two component normal mixture–normal data, 𝛼 = 0.05.

Likelihood 0.0243 0.0243 0.00223 0.0178 0.0320
Chetty, 5 0.0405 0.0403 0.00375 0.0282 0.0550
Chetty, 10 0.0401 0.0402 0.00615 0.0212 0.0606
Chetty, 15 0.0314 0.0310 0.00938 0.0006 0.0598

(B) Two component normal mixture–normal data, 𝛼 = 0.1.
Likelihood 0.1050 0.1050 0.00384 0.0948 0.119
Chetty, 5 0.0855 0.0855 0.00428 0.0726 0.101
Chetty, 10 0.0934 0.0929 0.00672 0.0714 0.114
Chetty, 15 0.0873 0.0869 0.01020 0.0558 0.124

Note: See the note below Table 1 for further explanations.

tendency to upward bias in the other case. The sampling distribution of the polynomial estimator shows a downward bias,
where the size of the bias depends on the number of bins excluded in order to calculate the counter-factual distribution.
These results suggest that the ML estimator performs relatively well both in terms of bias and precision.

The second data-generating process is based on a two-component mixture normal model for the optimal earnings,
where the respective mean parameters are equal to 5.95 and 6.35, with standard deviation for each type equal to 0.1. The
probability to belong to the first type is set at 0.6. The optimization error is still log-normal. Figure F.2 in the supporting
information Appendix F shows the distribution of earnings in the observed range for a typical replication as well as the fit
of the normal–normal model. In this case, the normal–normal model will not fit the data (as it does not generate a density
of the observed earnings resembling the W-shape in the figure). Table 2 illustrates the sampling distributions for the ML
estimator and the polynomial estimator. Both estimators exhibit a clear downward bias when the true ETI is 0.05, and
the bias of the ML estimator is larger than that of (all three versions of) the polynomial estimator. However, if the true
ETI is 0.1, all estimators behave roughly as in Table 1, and the ML estimator is practically unbiased. This suggests that
all estimators (and in particular the ML estimator) are more sensitive to major distributional misspecifications when the
underlying ETI to be estimated is small (when the signal in the data is weak). Our conclusion is, nevertheless, that both
the ML estimator and the polynomial estimator tend to perform poorly under an extreme distributional misspecification.

The third data-generating process assumes that the optimal earnings are distributed according to a Pareto distribution
with an exponent equal to 3 (a credible value for the right-hand tail of the distribution of earnings in Sweden). The
optimization error is log-normal with the same mean and variance as above. Table 3 illustrates the distribution over the
observed range for a typical replication. In this case, the normal–normal model is misspecified (since it is not based on
the Pareto distribution for optimal earnings), but the performance of both estimators is similar to the performance of the
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12 ARONSSON ET AL.

TABLE 3 Pareto-normal data, estimators sampling distribution. Mean Median Std dev Min Max
(A) Pareto–normal data, 𝛼 = 0.05.

Likelihood 0.0485 0.0484 0.00303 0.0386 0.0579
Chetty, 5 0.0434 0.0434 0.00345 0.0331 0.0550
Chetty, 10 0.0460 0.0460 0.00568 0.0301 0.0658
Chetty, 15 0.0424 0.0420 0.00882 0.0138 0.0715

(B) Pareto–normal data, 𝛼 = 0.1.
Likelihood 0.0979 0.0980 0.00377 0.0850 0.109
Chetty, 5 0.0860 0.0859 0.00460 0.0688 0.103
Chetty, 10 0.0951 0.0949 0.00732 0.0709 0.119
Chetty, 15 0.0911 0.0905 0.01070 0.0596 0.133

Note: See the note below Table 1 for further explanations.

TABLE 4 Normal–normal data, estimators
sampling distribution, different ranges.

Mean Median Std dev Min Max
(A) Normal–normal data, 𝛼 = 0.05, Range [420,560], 14,000 observations on average.

Likelihood 0.0525 0.0526 0.00359 0.0404 0.0639
Chetty, 5 0.0441 0.0441 0.00357 0.0341 0.0557
Chetty, 10 0.0481 0.0480 0.00579 0.0301 0.0670
Chetty, 15 0.0460 0.0461 0.00960 0.0201 0.0739

(B) Normal–normal data, 𝛼 = 0.05, range [450,530], 8,200 observations on average
Likelihood 0.0497 0.0497 0.0034 0.0389 0.0609
Chetty, 5 0.0397 0.0394 0.0045 0.0273 0.0564
Chetty, 10 0.0415 0.0411 0.0010 0.0094 0.0777
Chetty, 15 0.0263 0.0233 0.0190 0.0002 0.1230

(C) Normal–normal data, 𝛼 = 0.05, range [475,505], 5, 460 observations on average.
Likelihood 0.0468 0.0467 0.00352 0.03550 0.0584
Chetty, 5 0.0316 0.0312 0.00582 0.01490 0.0514
Chetty, 10 0.0189 0.0150 0.01610 0.00003 0.1170
Chetty, 15 0.0936 0.0889 0.19500 0.00134 4.9900

Note: The range of estimation varies from ±70 around the kink (sub-table A), to ±40 (sub-table B)
and to ±25 (sub-table C). Each replication contributes to the entries in each of the three
sub-tables: we simulate data such that the observations belong to the larger range and calculate
each estimator. We then select the observations which belong to the narrower ranges and
recompute the estimators. See the note below Table 1 for additional explanations.

estimators under the normal–normal data generating process. The ML estimator performs better than the polynomial
method both in terms of bias and precision.

Finally, we have examined how sensitive the estimators are to variation in
[
z, z̄

]
, that is, the income interval in which

the data are observed. To do so, we focus on the well-specified normal–normal model and the case where the true ETI
equals 0.05.11 The results are presented in Table 4. We begin with the case where z = 420 and z̄ = 560 (as in the baseline in
Table 1) and then gradually shrink the size of the interval by increasing z and decreasing z̄. We can see that all estimators
are affected. Specifically, there is a tendency for the mean estimate of the ETI to decrease when the data interval becomes
smaller. However, the ML estimator is much less sensitive to a shrinking data interval than the other estimators. While (all
versions of) the polynomial estimator exhibits a substantial bias in part c of the figure—the most narrow data range—the
ML estimator still performs reasonably well.

In conclusion, our Monte Carlo analysis suggests that the ML bunching estimator based on the normal–normal model
dominates the estimator based on the polynomial method whenever the distribution over the observed range can be
approximated reasonably well by a truncated normal distribution. If the true data-generating process is sufficiently
different from the normal–normal model, the performances of both estimators are poorer.

11We have carried out the same analysis for the case where the true ETI is set to 0.1. This change of assumption is not important: the qualitative results
are similar to those presented below and are available from the authors upon request.
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ARONSSON ET AL. 13

TABLE 5 Maximum likelihood estimates of the ETI. 𝜶 𝝁 log(𝝈𝝎) log(𝝇)
(A) All tax payers

Range: [420,560] 0.0067 6.040 1.406 7.033
SE (0.0001) (0.0030) (0.0100) (0.0219)
Robust SE (0.0051) (0.0866) (0.2795) (0.8224)
Number of observations 1055452
Mean log likelihood −71.854
Range: [450,530] 0.0063 6.146 1.959 7.071
SE (0.0001) (0.0013) (0.0127) (0.0220)
Robust SE (0.0050) (0.0380) (0.3469) (0.8122)
Number of observations 615,813
Mean log likelihood −66.761
Range: [475,505] 0.0063 6.174 2.313 7.071
SE (0.0001) (0.0035) (0.0672) (0.0224)
Robust SE (0.0052) (0.0931) (1.7611) (0.8262)
Number of observations 239,682
Mean log likelihood −56.951

(B) Self-employed tax payers
Range: [420,560] 0.1021 6.200 2.026 6.777
SE (0.0025) (0.0018) (0.0189) (0.0339)
Robust SE (0.0288) (0.0174) (0.1402) (0.9680)
Number of observations 25,827
Mean log likelihood −69.650
Range: [450,530] 0.0770 6.222 2.642 6.947
SE (0.0021) (0.0012) (0.0199) (0.0320)
Robust SE (0.0231) (0.0131) (0.1456) (0.8480)
Number of observations 17,705
Mean log likelihood −63.787
Range: [475,505] 0.0446 6.218 3.651 7.204
SE (0.0015) (0.0009) (0.0271) (0.0327)
Robust SE (0.0174) (0.0097) (0.2432) (0.8465)
Number of observations 10013
Mean log likelihood −52.949

Note: The table presents the maximum likelihood estimates for the model described
in Section 3. The starting values to the optimization of likelihood are obtained by
performing a sequential line search for each parameter in turn. This approach
worked well in practice. We have calculated two measures of precision for the
parameters: a) the 'SE' row presents the standard errors that are calculated using
the observed hessian of the likelihood. This calculation is correct if the model is
well-specified; b) the 'Robust SE' row presents the standard errors that are
calculated using the sandwich estimator of the asymptotic variance covariance of
the parameters suggested by White (1982). This accounts for the possible
misspecification of the model. Gouriéroux et al. (1995) discuss the estimation of the
variance-covariance of the estimated parameters that result from the maximization
of the likelihood.

4 APPLICATION BASED ON SWEDISH DATA

We apply the ML bunching estimator to Swedish register data from 2019 provided by Statistics Sweden. The income
concepts are based on the tax register (IOT) and the Longitudinal Integrated Database for Health Insurance and Labour
Market Studies (LISA). LISA contains the universe of the Swedish adult population, while the IOT register contains the
universe of tax payers.

All incomes correspond to taxable labor income after the basic allowance that are reported in the IOT. This income
concept guarantees that for every tax unit, we include all income sources that are relevant for the determination of the
tax rate on labor income. Those include, for example, income from employment and related transfers (such as pensions,
parental leave payments, or sickness payments), and income from self-employment that is declared as labor income. Our
first sample includes all observed tax units. However, as previous studies have found that self-employed tax payers respond
more to tax incentives than tax payers who are purely employed (see, e.g., Bastani & Selin, 2014), we further restrict the
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14 ARONSSON ET AL.

FIGURE 5 Imperfect Bunching at first Kink, 2019. Note: The figure describes the distribution of earnings for all tax units (left panel, blue
dots, 1055,452 observations) and all self-employed tax units (right panel, blue dots, 25,827 observations) subject to labor income taxation
around the first government kink at 490.7kSEK in 2019. The predicted distribution of earnings in the interval given the best fit parameters
based on the ML estimator in Equation (12) is also shown (yellow dashed line with red halo). Taxable labor income is observed in 1369 bins
within a range of 68.4k SEK of the kink, at which the marginal tax rate increases by 20 percentage points. The data are grouped in income
intervals of 100SEK. To compare the fit between the observed distribution and the predicted distribution, we calculate the goodness of fit 𝜒2

statistics. The test statistics is equal to 116,382 (all tax units) resp. 53,020 (self-employed), which rejects the null hypothesis that the two
distributions are identical at all significance levels in both cases. The regression of the predicted number of observations in each bin on the
theoretically expected number reports an R2 of about 0.84 (all tax units) resp. 0.51 (self-employed).

sample to tax units who report positive income from self-employment. For this sample selection, we use self-employed
incomes as reported in LISA.

The Swedish labor income tax system consists of local tax rates that vary somewhat at the municipality level and a
national tax rate of 20% that only applies above the first government kink point, which is relatively high up in the income
distribution (in 2019, it is at 490,700 SEK, which corresponds to the 88th percentile of all tax units). Until 2019, a second
government kink point existed (at 689,300 SEK in 2019, corresponding to the 96th percentile of all tax units), where the
national tax rate increased by 5 percentage points. In our application, we focus on the first government kink point, as the
marginal tax rate differential is much larger and tax units display clear bunching. Estimation results based on the ML
bunching approach are presented in Table 5 and Figure 5.

As expected, the self-employed are much more responsive to marginal taxation than income earners in general: the ML
point estimate of the ETI (i.e., 𝛼) is more than 10 times larger for the self-employed compared to the estimate for all income
earners in the baseline specification where the data range is [420,560]. All parameters are quite precisely estimated on
both samples.12

We can also see that the ML point estimate of the ETI is not particularly sensitive to changes in the observed data
range in the sample of all income earners, while it is very sensitive to such changes in the sample of self-employed. This
finding is unsurprising and suggests that the underlying economic model of income formation is less suitable for the
self-employed than for wage earners. The reason is that the self-employed face additional margins (such as incentives
for income shifting between labor and capital) not available to the same extent for wage earners. Thus, to go further in
the the analysis of income formation among the self-employed, these additional behavioral margins should be modeled
explicitly and the ML bunching estimator should be modified accordingly. This is an important topic for future research.

For purposes of comparison, we present point estimates using the polynomial approach in Table 6. The point estimates
based on the sample of all tax payers have a similar order of magnitude as the ML estimates in Table 5, with the qual-
ification that the polynomial point estimates are highly sensitive to the number of bins excluded when calculating the
counter-factual distribution. A similar conclusion is reached when the polynomial point estimates of the ETI based on
data for the self-employed are compared with the ML estimate in Table 5. Note also that the polynomial point estimates
of the ETI based on the sample of self-employed earners seem to be as sensitive to variation in the observed data range as
the corresponding ML estimates.

12Bastani and Selin (2014) report an ETI close to zero for wage earner, which is reminiscent of our estimate for all earners in Table 5.
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ARONSSON ET AL. 15

TABLE 6 Bunching polynomial estimates of the
ETI.

Estimate B-mean B-5% B-25% B-75% B-95% B std-dev
(A) All tax payers, range [420,560], number of observations: 1,055,452.

Chetty, 5 0.005 0.006 0.005 0.005 0.006 0.006 0.0
Chetty, 25 0.007 0.007 0.007 0.007 0.008 0.008 0.0
Chetty, 75 0.009 0.009 0.008 0.009 0.01 0.01 0.001

(B) All tax payers, range [450,530], number of observations: 615,813.
Chetty, 5 0.005 0.005 0.005 0.005 0.005 0.006 0.0
Chetty, 25 0.007 0.007 0.007 0.007 0.007 0.008 0.0
Chetty, 75 0.009 0.009 0.007 0.009 0.01 0.011 0.001

(C) All tax payers, range [475,505], number of observations: 239,682.
Chetty, 5 0.005 0.005 0.005 0.005 0.005 0.005 0.0
Chetty, 25 0.006 0.006 0.005 0.005 0.006 0.006 0.0
Chetty, 75 0.014 0.015 0.003 0.009 0.02 0.028 0.008

(D) Self-employed, range [420,560], number of observations: 25,827.
Chetty, 5 0.05 0.052 0.05 0.052 0.053 0.055 0.001
Chetty, 25 0.101 0.103 0.1 0.102 0.104 0.106 0.002
Chetty, 75 0.139 0.14 0.133 0.137 0.142 0.146 0.004

(E) Self-employed, range [450,530], number of observations: 17,705.
Chetty, 5 0.04 0.042 0.04 0.041 0.042 0.043 0.001
Chetty, 25 0.086 0.087 0.084 0.086 0.089 0.091 0.002
Chetty, 75 0.123 0.123 0.113 0.119 0.127 0.133 0.006

(F) Self-employed, range [475,505], number of observations: 10,013.
Chetty, 5 0.023 0.023 0.022 0.023 0.024 0.024 0.001
Chetty, 25 0.055 0.055 0.051 0.054 0.057 0.06 0.003
Chetty, 75 0.105 0.118 0.053 0.081 0.14 0.219 0.063

Note: The table describes descriptives statistics of the bootstrap distribution for the polynomial
based estimators of the ETI. Each Chetty, p row corresponds to the polynomial estimator
suggested by Chetty et al. (2011) when p bins on either side of the kink are excluded. The Estimate
column reports the ETI estimates, the B-mean column reports the mean estimate of the bootstrap
sampling distribution, the columns B-q% report the q percentile of the bootstrap sampling
distribution, finally the column B std-dev reports the standard deviation of the bootstrap sampling
distribution. The estimation is carried over three distinct income ranges that are symmetric
around the kink, [420,560], [450,530] and [475,505]. The results of each set of estimations are
presented in subtables (A) to (C) for all tax payers and in sub-tables (D) to (F) for all self-employed.

5 SUMMARY AND DISCUSSION

In this paper, we present a structural ML alternative to the polynomial bunching estimator of the ETI. Our approach
has several advantages compared to the prevailing methodology. First, the relationship between the underlying theory
of income formation and the statistical problem to be solved is made clear. This means, among other things, that we
can explicitly account for the presence, and estimate the size, of optimization errors. Since people tend to bunch in an
interval around the tax threshold, it is key to distinguish between optimization errors (implying that individuals do not
exactly reach the income levels they aim for) and random components of the optimal earnings (e.g., due to wage- and
preference heterogeneity). Second, our parametric approach is flexible and can easily be extended to more comprehensive
models of income formation. This is exemplified in the supporting information Appendix E, where we consider a case with
non-convex budget sets. It is also straightforward to extend the analysis by adding covariates to the underlying economic
model in order to control for observed heterogeneity.

We show that the parameters of the observed earnings distribution (including the variance of the friction component)
are identified, if the bunching near the tax kink in the distribution of observed earnings decreases as the variance of
the process of optimization frictions increases. This result does not assume any specific distribution for the unobserved
component of the optimal earnings, albeit a log-normal distribution for the friction component. Our results also suggest
that the ML bunching estimator based on the normal–normal data-generating process outperforms the estimator based
on the polynomial method whenever the distribution over the observed range can be approximated by a truncated normal
distribution. Finally, we present an application of the ML bunching estimator using Swedish data, allowing us to compare
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16 ARONSSON ET AL.

the ML estimate of the ETI with that of the polynomial approach. The ML point estimate of the ETI is around 0.007 for
the full sample and between 0.05-0.1 in a subsample of self-employed individuals. As expected, the estimated standard
deviation of the optimization error is small relative to the estimated standard deviation of the unobserved component in
the optimal earnings. For the polynomial approach, the point estimate of the ETI is very sensitive to the exact procedure
of measuring the counter-factual earnings distribution.

Future research may take several directions, and we briefly discuss two of them here. One would be to use the method-
ology proposed here for estimating more realistic models of income formation with several behavioral margins. This
can be exemplified by a framework where the labor income and capital income are determined simultaneously through
labor supply and savings behavior. Note that this issue is relevant regardless of whether labor income and capital income
are taxed jointly or separately. Part of the challenge of estimating more comprehensive models is also to examine the
consequences of other distributional assumptions. In addition, the methodological framework developed here is suitable
for analyzing the effects of complex tax reforms on income formation and welfare. In our view, this is one of the major
advantages of a structural approach to income formation.
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