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Abstract 

Purpose During the acquisition of MRI data, patient-, sequence-, or hardware-related factors can introduce arte-
facts that degrade image quality. Four of the most significant tasks for improving MRI image quality have been bias 
field correction, super-resolution, motion-, and noise correction. Machine learning has achieved outstanding results 
in improving MR image quality for these tasks individually, yet multi-task methods are rarely explored.

Methods In this study, we developed a model to simultaneously correct for all four aforementioned artefacts using 
multi-task learning. Two different datasets were collected, one consisting of brain scans while the other pelvic scans, 
which were used to train separate models, implementing their corresponding artefact augmentations. Addition-
ally, we explored a novel loss function that does not only aim to reconstruct the individual pixel values, but also the 
image gradients, to produce sharper, more realistic results. The difference between the evaluated methods was tested 
for significance using a Friedman test of equivalence followed by a Nemenyi post-hoc test.

Results Our proposed model generally outperformed other commonly-used correction methods for individual arte-
facts, consistently achieving equal or superior results in at least one of the evaluation metrics. For images with mul-
tiple simultaneous artefacts, we show that the performance of using a combination of models, trained to correct 
individual artefacts depends heavily on the order that they were applied. This is not an issue for our proposed multi-
task model. The model trained using our novel convolutional loss function always outperformed the model trained 
with a mean squared error loss, when evaluated using Visual Information Fidelity, a quality metric connected to per-
ceptual quality.

Conclusion We trained two models for multi-task MRI artefact correction of brain, and pelvic scans. We used 
a novel loss function that significantly improves the image quality of the outputs over using mean squared error. The 
approach performs well on real world data, and it provides insight into which artefacts it detects and corrects for. Our 
proposed model and source code were made publicly available.

Keywords Machine learning, Magnetic resonance imaging, Image artefact correction

Background
Due to the sensitivity of the magnetic resonance imag-
ing (MRI) data acquisition process, slight changes 
around the scanner system can produce artefacts 
in the images. The artefacts generally belong to 
three main classes: hardware-related (e.g. magnetic 
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field inhomogeneities, zipper artefacts, bias fields), 
sequence-related (e.g. aliasing, subsampled k-space, 
Gibbs-ringing, low signal-to-noise ratio (SNR) due to 
short acquisition time) or patient-related (e.g. involun-
tary patient motion) [1, 2].

Four of the most significant, often addressed MRI 
artefacts have been identified as: bias fields, subsam-
pled k-space, patient motion, and noise. Proposed 
machine learning solutions commonly establish state-
of-the-art results  [3–6] for correcting these artefacts 
individually. However, when training a model for an 
individual task, it most commonly does not include 
any other artefacts. For example bias field correction is 
often accounted for as a pre-processing step in models 
for other tasks  [7, 8] instead of something to consider 
by the model. In real-life scenarios, multiple artefacts 
can appear simultaneously, hindering the performance 
of such models. Multi-task learning offers a solution 
and it has been shown to result in more robust mod-
els [9], yet it has only been applied to MRI artefact cor-
rection in a few cases [10, 11], where multiple artefacts 
are involved in the training dataset, however the model 
architecture does not separate the corrections accord-
ing to what artefact they correspond to.

Common conclusions from research in correcting 
these individual artefacts have shown that after train-
ing on artificially augmented artefacts, the performance 
translates well to real-life data  [12–14]. Furthermore, 
meaningful corrections can be performed in both the 
image  [15] and the Fourier space (k-space)  [16] of the 
data. A recently proposed framework for MRI super-
resolution  [17] exploits the fact that the problem can 
be viewed both in the image and Fourier space by 
implementing Fourier transform layers in the model 
architecture, which has recently been implemented to 
reconstruct MRI images [11].

In machine learning research for medical imaging, the 
most common choices for loss functions include mini-
mising the pixel-wise L1 or L2 losses, since they are easy 
to compute and usually lead to quick convergence  [18]. 
However, it is becoming increasingly clear that they have 
a low correlation to perceptual quality [19, 20]. Alterna-
tive loss functions have recently been proposed for more 
robust results  [21] or to show better correlation to the 
perceptual quality of the images. This can be achieved 
by using the deep features of the model in the loss [22], 
or by using an adversarial model in a GAN setting  [23], 
but these tend to increase the complexity of training 
the model, and the self-supervision of GANs introduces 
other concerns such as hallucinations [24]. Alternatively, 
making small modifications such as including the image 
gradients in the loss function has shown to benefit the 
sharpness of the predictions [25, 26].

In the presented work, we investigate a multi-task 
model, trained using a novel loss function, and how it 
performs the task of MRI artefact correction, compared 
to a combination of approaches that handle only a single 
task. Our main contributions can be divided into the fol-
lowing components:

• Using a multi-task learning approach, our model is 
trained to correct for four types of artefacts simul-
taneously, even though it has not encountered an 
image with multiple artefacts during training.

• Our model was trained using a novel loss function 
based on convolutional kernels that is simple to com-
pute, yet it contains image gradient information that 
could help the model reconstruct images of better 
perceptual quality.

• Our implementations of the artefact augmentations 
and the trained models are publicly available.

Methodology
We begin by discussing our model architecture, followed 
by a summary of the datasets used. Then we detail our 
augmentations of four artefacts in MRI imaging, identi-
fied as some of the most significant: bias fields, subsam-
pled k-space, patient motion, and noise. This is followed 
by the proposed alternative loss function.

Model
Model architectures that incorporate the k-space infor-
mation as well as image space information about the 
input image have been shown to perform well for MR 
image reconstruction tasks  [16, 17], therefore we have 
decided to implement an interleaved model architec-
ture that simultaneously corrects the images in both 
domains [11].

Our baseline architecture is the SRResNet [27]—origi-
nally introduced for super-resolution tasks,—due to 
its photo-realistic reconstructions. To exploit both the 
image and frequency domains of the image, we used the 
combination of two SRResNet models. The first model 
operates on the input image, and outputs the residu-
als in the image space. Alternatively, the second model 
implements a Fourier transform layer on the input image, 
which means the model operates on the k-space of the 
data. Additionally, a final layer performing an inverse 
Fourier transform was also added to the outputs of this 
model. The outputs of the two models, both in the image 
space, were added together, which form the outputs of 
our proposed architecture.

Both models contain twelve convolutional blocks, 
starting with five strided blocks for downsampling, and 
ending with five blocks with upsampling layers. The out-
put of the strided blocks is also concatenated with the 
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input of the upsampling blocks, following the U-Net 
architecture [28].

Each block at downsampling depth d contains three 
2D convolutional layers with 64 · 2d channels, where 
d = {0, . . . , 4} , with a kernel size of three. These are fol-
lowed by batch normalization layers and a LeakyReLU 
activation with a slope of 0.2.

Four individual convolutional layers with a filter size 
of 1 provide the model outputs. The outputs of the two 
models are added together providing the four final out-
put residuals of our proposed model. Each output corre-
sponds to a residual, pi , for i ∈ {1, 2, 3, 4} , for an artefact. 
The reconstructed image, v, is obtained by adding all 
residuals to the input image u, as v = u+ i pi . A Z-nor-
malization layer is applied on the reconstructed image.

An L2 regularization term was also added to each of 
the final output residuals p, defined as

As the regularization term penalizes the residuals 
of each artefact, it encourages the model to keep the 
residual small, i.e. keep the input image unchanged. The 
parameter α determines the balance between the regu-
larization term and the main objective loss. Our imple-
mentation of the model has input and output sizes of 
320× 320 . The model returns four residuals, for the four 
artefacts: bias fields, k-space subsampling, motion, and 
noise. The model has a total of 75.4 million parameters.

Data
We have performed two sets of experiments: first, the 
models were evaluated quantitatively performing arte-
fact correction of brain scans using a public dataset for 
training, validation, and testing. Second, a model was 
trained and validated on an in-house pelvic MRI data-
set, which was evaluated qualitatively on a publicly 
available dataset for reproducibility. The datasets are 
further described below.

Datasets
Brain The public dataset contains 3 969 scans of 3T brain 
MR images [29, 30] of size 320× 320 , introduced for the 
fastMRI challenge  [29, 30]1 for the task of MRI super-
resolution. The dataset was split into training, validation, 
and testing datasets, using 70, 10, and 20% of the patients, 
respectively.
Pelvic An in-house dataset that includes T2-weighted 

pelvic MR images from 375 patients captured using a 
GE Signa 3T PET/MR (GE Healthcare, Chicago, Illinois, 

(1)L2(x) = α · �x�22.

United States) at the University Hospital of Umeå, Swe-
den. The images were 512× 512 with 131 slices per 
patient. Each image slice was cropped in the Fourier 
space, to yield a 320× 320 image. The dataset was split 
into training, and validation datasets, using 80 and 20% of 
the patients respectively.

For testing, we used the T2 weighted images from the 
publicly available Gold Atlas dataset  [31]2. Similarly, the 
image slices were 512× 512 , therefore each slice was 
cropped in the Fourier space, to size 320× 320.

Artefacts
The training and validation datasets of both the brain and 
pelvic scans were augmented to obtain images with a var-
ied set of MRI corruptions. Four different types of arte-
facts were implemented: bias fields, k-space subsampling, 
motion, and noise. To each input image, only one of the 
augmented artefacts with randomized parameters were 
applied. We now describe these augmentations in turn.

Bias field removal
The term bias field can refer to the effect of various arte-
facts, for example caused by a non-uniformity in the B0 
static field and the transmitted B1 field  [1], the inhomo-
geneity of the RF receive coil  [32] or heterogeneous B1 
fields. Extensive research on the characteristics of bias 
fields [33] shows that despite its complex combination of 
origins, a bias field can be described as a low-frequency 
multiplicative imaging artefact causing a smooth inten-
sity variation spatially across the image [34–36]. The bias 
fields were generated in the same way as done by Simkó 
et al. [36], i.e. we simulated each bias field as a spatial ran-
dom field (SRF)  [37]. For each field, a Gaussian covari-
ance model was used, defined by

where r is the distance from a randomly chosen peak of 
the Gaussian and l a length scale relating to the frequency 
of the field. In the covariance model we used a variance 
of 50 and a length scale of 10 < l < 50 , after downscal-
ing the image to a size of 32× 32 for computational 
efficiency.

Bias fields can cause an intensity variation in the range 
of 10% to 40% [34, 35]. In the paper proposing N4ITK, a 
commonly used correction method [38], bias field ranges 
of 20% and 40% were used for evaluation. However, we 
used larger bias field ranges, chosen randomly between 
10% and 100%, corresponding to absolute minimum 

(2)cov(r) = exp

(

−
π

4
·
( r

l

)2
)

,

1 https:// fastm ri. med. nyu. edu/ 2 https:// zenodo. org/ record/ 583096

https://fastmri.med.nyu.edu/
https://zenodo.org/record/583096
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and maximum values between [0.95,  1.05] and [0.5,  2], 
respectively. This was done to ensure that the bias arte-
facts introduced a similar degradation in MSE as the 
other artefact types.

k‑space super‑resolution
The fully sampled k-space data was subsampled ret-
rospectively by selecting only part of the k-space lines 
(frequencies) using subsampling masks. We used the 
sampling masks proposed in the fastMRI challenge  [30] 
and also added our own centered masks selecting only 
the center of the k-space. All masks are based on Car-
tesian sampling, which means they follow a rectilinear 
pattern.

For the fastMRI masks, k-space subsampling was 
only performed in the phase-encoding direction. When 
acquiring k-space data, frequency-encoding (FE) and 
phase-encoding (PE) gradients are applied in perpendic-
ular directions to specify the location of the signal. Con-
secutive steps in the FE direction can be measured with 
a single radiofrequency pulse, whereas for the PE direc-
tion a different radiofrequency pulse needs to be applied 
for each step. Consequently, PE takes more time than FE 
and is therefore more susceptible to movement artefacts. 
For the axial brain scans from the fastMRI dataset the PE 
direction was from left to right (LR). In this study, the PE 
direction was chosen randomly for each image on both 
subsampling types.

The purpose of k-space subsampling is to accelerate 
image acquisitions. For example, when selecting only half 
of the k-space lines, the acquisition time is halved, mean-
ing an acceleration factor of 2. Here the total acceleration 
factor was chosen uniformly at random to be 2, 3, 4, or 
8 to combine the acceleration factors used in the fast-
MRI dataset [30]. Depending on this acceleration factor, 
a band of 16, 12, 8, or 4 % of the total k-space lines was 
included in the centre of the fastMRI masks to maintain 
the low-frequency information of the image. The remain-
ing k-space lines were uniformly chosen to be sampled 
either equidistantly or randomly. The equidistant sam-
pling began with a random offset from the start, so that 
first a few k-space lines could be skipped before the 
sampling began. For the centered masks, only the centre 
square of k-space data was kept. The width of this square 
was again 16, 12, 8, or 4 % of the total k-space width 
depending on the selected acceleration factor.

Motion correction
We added rigid motion to the brain scans, and both rigid 
and periodic motion to the pelvic scans.

Rigid motion corrupted scans were simulated by add-
ing rigid transformations to image space over a series 
of timesteps. First, the number of k-space lines to be 

corrupted was uniformly selected between 30 to 80% of 
the total k-space lines, and these lines were then split 
randomly into 4–24 segments. A piece-wise constant 
approach was used, where all lines within a segment were 
corrupted with the same motion parameters. These rota-
tion and translation parameters were sampled from a 
Gaussian distribution with zero mean and standard devi-
ations of 12◦ and 30 voxels respectively. These parameters 
were then applied to the image space and the corrupted 
image was converted back to k-space. The k-space lines 
belonging to that segment were sampled and these seg-
ments were then combined to form the motion corrupted 
k-space.

The periodic motion, which was added to simulate 
breathing, was implemented similar to Tamada et al. [39]. 
A phase error was added to the k-space in the PE direc-
tion, for the pelvic images being AP. The corrupted 
k-space signal S was given by

where S0 is the original k-space signal, kx and ky the FE 
and PE directions with −π ≤ kx ≤ π and −π < ky ≤ π , 
and φ(ky) the phase error. The phase error is defined as,

where ky0 is the range of centre k-space lines to which 
no motion was added with π

10 < ky0 ≤
π
8  . This was to 

keep the corrupted image better aligned with the clean 
image. The � is the extent of the motion in pixels with 
20 ≤ � ≤ 120 , the α is the period of the respiratory wave 
in Hz with 0.1 ≤ α ≤ 5 , and β is the phase of the respira-
tory wave with 0 ≤ β ≤ π

4  . For each of these four param-
eters the exact values were uniformly selected between 
the specified ranges. We used smaller values for ky0 and 
larger values for � than Tamada et  al.  [39], to simulate 
larger motion artefacts.

Noise removal
We corrupted the k-space of the relatively noise-free 
images with complex Gaussian white noise such that 
the SNR of the k-space decreased to a certain value. 
The following definition of SNR was used similar to 
Cohen et al. [40],

with S being the mean absolute k-space value and N the 
standard deviation of the added noise, which was equal 
for the real and imaginary components. The designated 
SNR for each k-space was selected uniformly in the range 

(3)S(kx, ky) = S0(kx, ky)e
−jφ(ky),

(4)φ(ky) =

{

ky� sin(αky + β), if
∣

∣ky
∣

∣ > ky0 ,
0, otherwise,

(5)SNR = 20log10

(

S

N

)

,
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[−12, 10]  dB based on visual inspection of the noise 
levels.

Loss functions
Multi‑task
We implemented a multi-task loss function  [41] to cor-
rect multiple artefacts simultaneously. For each sample 
in the training data, the loss function would take into 
account which artefact was used to corrupt it, and the 
model only minimized the loss with respect to the output 
residuals to the corresponding artefact, and ignored the 
other residuals. The loss was,

where v denotes the artefact-free image, u denotes the 
image with added artefacts, p is the list of residuals for 
each of the n = 4 artefacts, and y is the index of the arte-
fact that was used in the current training sample. Each 
residual was added to the output depending on the indi-
cator function �[y = i] , which returns 1 if y equals i, and 
0 otherwise. The indicator function sets the unknown 
residuals to zero in the loss function.

Perceptual loss
In the area of image restoration with machine learning 
solutions, new models are often introduced that out-
perform the state-of-the-art methods, but the loss func-
tions used when training such models have received less 
attention.

The MSE loss is often used in regression problems due 
to its simplicity, well-understood statistical interpreta-
tion, fast convergence, and low computational cost  [18]. 
However, since the MSE assumes independent Gaussian 
distributed errors, it often results in a loss of contrast. 
The MSE loss has also been shown to have a low correla-
tion with perceptual quality [19].

The MSE loss regards the difference between pixel 
intensities. What we propose is to also include informa-
tion about the relationship between neighbouring pix-
els, in the form of image gradients, without significantly 
increasing the complexity of the loss computation. We 
begin by looking at the MSE loss,

where x − x̂ contains the residual matrix between the 
true and predicted images, j is the image pixel index, and 
N is the number of image pixels.

To this definition, we propose to introduce a convo-
lutional kernel I, that is applied on both images before 

(6)Ltotal(v,u, p, y) = L(v,u+

n
∑

i=1

�[y = i]pi),

MSE(x, x̂) =
1

N

N
∑

j=0

(x − x̂)2j ,

taking their element-wise difference, introducing the pro-
posed convolutional loss L as,

where ∗ is a (discrete) convolution. If I equals the identity 
kernel (e.g. 3× 3 IE , seen in Table 1) the proposed con-
volutional loss function is identical to MSE. Looking at 
the kernel IE , it comes as no surprise, that only the differ-
ences between the pixel values are considered, and their 
relationship to their neighbouring pixels are disregarded.

We propose an extension of this loss function, by add-
ing various kernels to replace IE . As an example, using 
edge detection kernels as I means that the loss will focus 
on, by design, high contrast changes between the pixels. 

L(I , x, x̂) =
1

N

N
∑

j=0

(I ∗ x − I ∗ x̂)2j

= MSE(I ∗ x, I ∗ x̂),

Table 1 The list of kernels that are used in LC , our proposed 
convolutional loss

Name Kernel

IE




0 0 0

0 1 0

0 0 0





IPT




−1 − 1 − 1

0 0 0

1 1 1





IPR




1 0 − 1

1 0 − 1

1 0 − 1





IS3T




−1 − 2 − 1

0 0 0

1 2 1





IS3R




1 0 − 1

2 0 − 2

1 0 − 1





IS5T










−2 − 2 − 4 − 2 − 2

−1 − 1 − 2 − 1 − 1

0 0 0 0 0

1 1 2 1 1

2 2 4 2 2











IS5R










2 1 0 − 1 − 2

2 1 0 − 1 − 2

4 2 0 − 2 − 4

2 1 0 − 1 − 2

2 1 0 − 1 − 2











IL3




0 − 1 0

−1 4 − 1

0 − 1 0





IL5










0 0 − 1 0 0

0 − 1 − 2 − 1 0

−1 − 2 16 − 2 − 1

0 − 1 − 2 − 1 0

0 0 − 1 0 0
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Our proposed convolutional loss function uses a combi-
nation of nine kernels, defined as:

where each kernel is collected in Table 1, and each com-
ponent of the loss has a scaling factor δ . We have col-
lected the Prewitt top ( IPT ) and right ( IPR ) operators 
and the Sobel operators for both the 3× 3 and 5× 5 case 
( IS3T , IS3R and IS5T , IS5R respectively) which are often 
used for edge detection, and also both the 3× 3 and 5× 5 
Laplace operators ( L3 and L5 , respectively). We tune their 
corresponding δ values during optimization to explore 
which components the models find most beneficial.
LC implements convolutions to incorporate the image 

gradients in the computed loss, while the optimization of 
the scaling factors allows the model to show which kernels 
make a significant contribution to the model performance. 
Once the optimal scaling factors are found, the proposed 
loss does not significantly increase the computational 
complexity of the loss over MSE, only introducing convo-
lutional operations which can be performed on a GPU.

Experiments
To evaluate the effect of our multi-task approach and 
the convolutional losses, we have trained seven different 
models.

As a benchmark on how well the proposed model archi-
tecture performs for correcting the individual tasks, we 
have trained four models using the brain scans for correct-
ing only one of the artefacts: bias, subsampling, motion, 
and noise. For these models, the architecture was modified 
to return only one residual. The corresponding models are 
denoted Bias, Subsampling, Motion, and Noise, respectively.

A model was also trained on the brain scans using the 
multi-task approach, correcting for all artefacts simulta-
neously, denoted MT.

Additionally, we have also trained a model using the 
multi-task approach, as well as the proposed convolu-
tional loss, denoted MT+LC.

Finally, a multi-task model using the convolutional loss 
was also trained on the pelvic dataset, denoted Pelvis 
MT+LC.

The models were first evaluated and compared on their 
performance of correcting the individual artefacts. After-
wards the models were evaluated on how well they per-
form if multiple artefacts are present simultaneously. The 
Pelvis MT+LC model was then evaluated qualitatively on 
the Gold Atlas dataset.

LC(x, x̂) = δEL(IE , x, x̂)

+ δPTL(IPT , x, x̂)+ δPRL(IPR, x, x̂)

+ δS3TL(IS3T , x, x̂)+ δS3RL(IS3R, x, x̂)

+ δS5TL(IS5T , x, x̂)+ δS5RL(IS5R, x, x̂)

+ δL3L(IL3, x, x̂)+ δL5L(IL5, x, x̂)

We selected the evaluation metrics based on the find-
ings of Mason et  al.  [19] looking into the gap between 
commonly used image quality metrics and expert human 
evaluations of image quality. Despite their low correla-
tion to perceptual quality, we used the metrics of MSE 
and SSIM due to their popularity, and we have also used 
the more complex Visual Information Fidelity (VIF) met-
ric  [42] since it has been shown to correlate well with 
human perceptual quality. The difference between the 
evaluated methods was tested for significance using a 
Friedman test of equivalence followed by a Nemenyi 
post-hoc test [43] with a threshold of 0.05.

Bayesian hyper‑parameter search
A Bayesian optimization was performed to find the best 
set of model hyper-parameters. This method was selected 
over random or grid search methods due to its better 
efficiency as it typically requires fewer iterations to find 
the optimal hyper-parameters  [44]. The training of each 
model was stopped when the performance on the valida-
tion dataset did not improve for 10 epochs, using MSE 
as the validation metric. The Bayesian process had 35 
iterations for the models implementing the convolutional 
loss (MT+LC and Pelvis MT+LC ), and 10 iterations for 
all other models, as the convolutional loss introduces 9 
additional parameters to optimize.

We performed the Bayesian optimization over opti-
mization algorithms (Adam  [45] and RMSprop  [46]), 
learning rates ( 10γ , selecting γ from the range [-7, -2]), 
regularization parameters (from the range [0, 1]), and 
scaling factors (from the range [0, 1]), with the optimized 
values collected in Table 2.

Evaluating the artefact corrections
The performance of each individual task was investi-
gated, with the trained models being compared to analyt-
ical or established machine learning solutions proposed 
for the individual tasks. Keep in mind, that while most of 
the methods for comparison can only be applied to a sin-
gle task, the MT and MT+LC models are the same for all 
experiments.

Bias field correction
The models trained for bias field correction (Bias, MT, 
and MT+LC ) were compared to the N4ITK method pro-
vided by the SimpleITK package  [38] and to a machine 
learning-based bias field correction model, described by 
Simkó et al. [36].

We applied artificial bias fields of 5% , 10% , and 20%—
which correspond to normalizing the bias fields between 
[0.95,  1.15], [0.9,  1.1], and [0.8,  1.2], respectively—and 
compared the corrections of the three methods using 
SSIM and VIF.
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The N4ITK method was optimized for use on the test-
ing dataset without downsampling and using 4 control 
points. The input image intensities were scaled to a range 
between 0 and 10.

Subsampling the k‑space
We compared our three models trained for improving 
the resolution of images (Subsampling, MT, and MT+LC ) 
to bicubic upsampling and UniRes3  [47, 48] a machine 
learning solution for improving the resolution of MRI 
images. Their performance is evaluated on the brain 
scans from the testing dataset. Here each image slice 
was downsampled using three acceleration factors ( ×2 , 
×3 , and ×4 ) with the centered masks. Selecting only the 
center of the k-space allows for removing all the values 
of the k-space excluded by the mask leading to a smaller 
downsampled image size, which allows comparisons to 
bicubic interpolation that takes an image with a smaller 
image size and increases it to the original size.

Motion
For motion artefact correction, our three corresponding 
trained models (Motion, MT, and MT+LC ) was com-
pared to Total Variation Denoising (TV), following the 
work in [49], available from the scikit-image [50] Python 
library. Performing a Bayesian optimization on the 
weighting parameter with the range (0.01, 0.02, . . . , 0.15) , 
the best results were achieved with 0.05. We evaluate 
the methods for three percentages of the center of the 
k-space that was not altered by the artefact augmentation: 

25% , 12.5% , and 5% . This means motion artefacts were 
not introduced in the center 25% of the image in the first 
experiment, 12.5% for the second, and 5% for the last.

Noise
For noise removal, our three corresponding trained mod-
els (Noise, MT, and MT+LC ) were compared to a curva-
ture anisotropic diffusion denoising algorithm from the 
SimpleITK Python package4 with time step 0.0625 and 5 
iterations and using BM3D5 [51] with hard thresholding 
and σ = 0.2 . We evaluate the methods for three SNR val-
ues: 5, 0, and −5 dB.

Evaluating multi‑task learning
After evaluating the models for the individual tasks, 
the multi-task approach is further evaluated on a data-
set where multiple artefacts are present simultaneously. 
All artefact combinations have been evaluated, and they 
demonstrate comparable results, hence only two par-
ticularly interesting combinations are presented. In the 
first scenario, we applied both subsampling and motion 
artefacts on the brain scans from the testing dataset. 
Although the background of the two artefacts are very 
different, they both create a blurry effect, and cause ring-
ing artefacts, making it more difficult for the model to 
correct individually. The two artefacts were applied in a 
random order for each slice. We evaluated how applying 
the Subsampling and Motion models consecutively com-
pared to the performance of the multi-task models (MT 
and MT+LC).

Table 2 Results of the Bayesian hyper-parameter optimization. The values marked with “ ∗ ” were not optimized, since the δ parameters 
are only used in the models that implement the convolutional loss ( LC)

Hyper‑p. Models

Bias Subsampling Motion Noise MT MT+LC Pelvis MT+LC

Optim. RMSprop RMSprop RMSprop RMSprop RMSprop RMSprop RMSprop

L.r., 10γ −3.79 −4.39 −4.17 −4.06 −3.73 −3.91 −3.88

α 0.60 0.48 0.59 0.85 0.51 0.87 0.89

δE 1
∗

1
∗

1
∗

1
∗

1
∗ 0.30 0.13

δPT 0
∗

0
∗

0
∗

0
∗

0
∗ 0.83 0.23

δPR 0
∗

0
∗

0
∗

0
∗

0
∗ 0.25 0.03

δS3T 0
∗

0
∗

0
∗

0
∗

0
∗ 0.74 0.84

δS3R 0
∗

0
∗

0
∗

0
∗

0
∗ 0.30 0.23

δS5T 0
∗

0
∗

0
∗

0
∗

0
∗ 0.21 0.14

δS5R 0
∗

0
∗

0
∗

0
∗

0
∗ 0.72 0.91

δL3 0
∗

0
∗

0
∗

0
∗

0
∗ 0.09 0.38

δL5 0
∗

0
∗

0
∗

0
∗

0
∗ 0.82 0.77

3 https:// github. com/ brudf ors/ UniRes

4 http:// www. simpl eitk. org
5 https:// pypi. org/ proje ct/ bm3d/

https://github.com/brudfors/UniRes
http://www.simpleitk.org
https://pypi.org/project/bm3d/
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In the second scenario, we applied noise and bias fields 
on the available brain scans of the testing dataset. Since 
we have added complex Gaussian white noise, the model 
might always assume that the noise comes from this dis-
tribution. However as the bias field adds a multiplicative 
noise over the image, the distribution of the noise term 
changes. The two artefacts were applied in a random 
order for each slice. We evaluated how applying the Noise 
and Bias models consecutively compared to the perfor-
mance of the multi-task models (MT and MT+LC).

An inherent quality of the multi-task models is the 
residual outputs with respect to each artefact correction. 
First, this allows to disregard any of the corrections if not 
all artefacts are to be corrected. Second, the mean abso-
lute value of the four outputs gives insight into how much 
each of the artefacts are corrected for. We collected the 
mean absolute value of the output residuals of the multi-
task models for both scenarios.

Qualitative evaluation
To explore the performance on real world datasets with 
simultaneous artefacts, the model trained on pelvic data-
sets, using the multi-task approach and the convolutional 
loss function was evaluated on the Gold Atlas dataset. 
We applied the trained model (Pelvis MT+LC ) on scans 
from two patients.

Results
The Bayesian hyper-parameter optimization found that 
all seven models achieved the best results using the 
RMSprop optimizer, with the optimal learning rates and 
α values collected in Table 2.

The performance of the trained models for individual 
artefact correction is compared to other established 
methods. For bias field correction, the results are col-
lected in Table  3. For k-space subsampling, the results 
can be found in Table  4, while for motion and noise 
correction, the results are collected in Tables  5 and  6, 
respectively.

This is followed by the evaluations of scenarios where 
multiple artefacts are present, with the results in Table 7. 
For each image correction, the mean absolute values of 
the four residual outputs were collected for the multi-
task models. For the first scenario, the values were 
[0.008, 0.032, 0.021, 0.004] and [0.005, 0.026, 0.010, 0.002] 
for the MT and MT+LC models respectively. For the sec-
ond scenario, the values were [0.026, 0.002, 0.012, 0.058] 
and [0.010, 0.002, 0.006, 0.060] for the two models.

The performance of the Pelvis MT+LC model, using 
two examples from the Gold Atlas dataset is visualized 
on Fig. 2.

Discussion
The Bayesian hyper-parameter optimization shows that 
all models improve by using regularization, with the best 
values ranging between 0.48 and 0.89. Both models using 
LC favor a higher α , 0.87 and 0.89 for the brain and pelvic 
datasets, respectively.

Both models used a small scaling factor for the iden-
tity kernel, IE , namely 0.30 and 0.13, respectively, which 
means the MSE loss contributed only a small fraction 
of the final loss. The models favored the 3× 3 top Sobel 
operator over the 5× 5 version, while favoring the 5× 5 
version of the right Sobel operator over the 3× 3 kernel. 
Similarly, the 5× 5 Laplace kernel had a much larger con-
tribution to the loss than the 3× 3 kernel. The largest dif-
ference between the δ values of the two models was the 
top Prewitt operator, which had a much larger scaling 
factor for the MT+LC model. This might be due to the 
fact that this model has a smaller δ for the other top edge 
detection kernels, than the Pelvis MT+LC model. In gen-
eral, out of the kernels performing similar tasks, only one 
of them contributed largely to the loss, while all other δ 
values were minimized.

Despite using different training datasets of different 
anatomies, the two models implementing LC , MT+LC 
and Pelvis MT+LC found similar δ values to work best for 

Table 3 The results and their standard errors for bias field 
correction. The three experiments differ in the selected 
magnitude of the applied bias fields. The performance of the 
selected models is compared using regards to SSIM and VIF. The 
results in bold indicate the best performance without significant 
differences between them following a Nemenyi post-hoc test

SSIM VIF

5% Original 0.973± 0.018 1.024± 0.016

N4ITK 0.972± 0.033 1.050± 0.093

Implicit 0.978± 0.022 1.003± 0.032

Bias 0.986± 0.013 1.011± 0.032

MT 0.983± 0.020 1.019± 0.040

MT+LC 0.978± 0.020 1.043± 0.045

10% Original 0.957± 0.043 1.022± 0.038

N4ITK 0.969± 0.034 1.058± 0.098

Implicit 0.954± 0.044 1.021± 0.045

Bias 0.982± 0.016 1.016± 0.037

MT 0.979± 0.021 1.024± 0.043

MT+LC 0.976± 0.022 1.044± 0.047

20% Original 0.931± 0.066 1.012± 0.064

N4ITK 0.965± 0.035 1.072± 0.103

Implicit 0.950± 0.067 1.050± 0.066

Bias 0.981± 0.020 1.022± 0.044

MT 0.978± 0.025 1.030± 0.046

MT+LC 0.976± 0.023 1.042± 0.049
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Table 4 The results and their standard errors for super-
resolution. The three experiments differ in the acceleration 
factor of the subsampling of the images. The performance of the 
selected models is compared using regards to SSIM and VIF. The 
results in bold indicate the best performance without significant 
differences between them following a Nemenyi post-hoc test

SSIM VIF

×2 Bicubic 0.668± 0.146 1.001± 0.160

Zero-filled 0.830± 0.100 1.007± 0.059

UniRes 0.832± 0.191 0.863± 0.266

Subsampling 0.848± 0.082 0.999± 0.051

MT 0.843± 0.091 0.998± 0.066

MT+LC 0.843± 0.084 1.009± 0.065

×3 Bicubic 0.654± 0.150 0.946± 0.167

Zero-filled 0.782± 0.117 1.009± 0.071

UniRes 0.809± 0.198 0.855± 0.271

Subsampling 0.809± 0.098 0.967± 0.062

MT 0.801± 0.104 0.999± 0.078

MT+LC 0.805± 0.100 1.010± 0.071

×4 Bicubic 0.634± 0.158 0.835± 0.181

Zero-filled 0.720± 0.142 0.955± 0.101

UniRes 0.743± 0.210 0.851± 0.263

Subsampling 0.758± 0.117 0.983± 0.069

MT 0.756± 0.120 0.952± 0.104

MT+LC 0.754± 0.118 0.996± 0.088

Table 5 The results and their standard errors for motion 
artefacts. The three experiments differ in the percentage of 
the center of the k-space left uncorrupted for each corrupted 
image. The performance of the selected models is compared 
using regards to SSIM and VIF. The results in bold indicate the 
best performance without significant differences between them 
following a Nemenyi post-hoc test

SSIM VIF

25% Original 0.967± 0.036 1.043± 0.058

TV 0.965± 0.036 1.044± 0.056

Motion 0.963± 0.033 1.017± 0.045

MT 0.959± 0.045 1.031± 0.055

MT+LC 0.963± 0.034 1.046± 0.046

12.5% Original 0.944± 0.064 1.015± 0.094

TV 0.938± 0.064 1.065± 0.091

Motion 0.947± 0.045 1.020± 0.046

MT 0.937± 0.065 1.042± 0.069

MT+LC 0.945± 0.049 1.047± 0.050

5% Original 0.908± 0.085 1.015± 0.111

TV 0.903± 0.086 1.1150± 0.108

Motion 0.923± 0.059 1.020± 0.048

MT 0.910± 0.080 1.043± 0.080

MT+LC 0.921± 0.063 1.046± 0.053

Table 6 The results and their standard errors for denoising. 
The three experiments differ in the selected SNR ratio of 
the corruptions. The performance of the selected models is 
compared using regards to SSIM and VIF. The results in bold 
indicate the best performance without significant differences 
between them following a Nemenyi post-hoc test

SSIM VIF

5 dB Original 0.921± 0.070 1.023± 0.056

C.A.D. 0.961± 0.030 1.043± 0.032

BM3D 0.949± 0.033 1.017± 0.027

Noise 0.965± 0.029 1.025± 0.032

MT 0.957± 0.035 1.040± 0.051

MT+LC 0.958± 0.033 1.049± 0.048

0 dB Original 0.864± 0.107 1.006± 0.090

C.A.D. 0.931± 0.049 1.066± 0.044

BM3D 0.941± 0.040 1.035± 0.044

Noise 0.943± 0.041 1.037± 0.038

MT 0.936± 0.049 1.054± 0.059

MT+LC 0.935± 0.051 1.057± 0.049

−5 dB Original 0.771± 0.158 1.021± 0.113

C.A.D. 0.874± 0.096 1.099± 0.072

BM3D 0.850± 0.132 1.092± 0.088

Noise 0.906± 0.070 1.066± 0.054

MT 0.892± 0.081 1.063± 0.061

MT+LC 0.886± 0.084 1.091± 0.065

Table 7 The results and their standard errors for multi-task. The 
first block shows the results for corrupting the original images 
by subsampling the k-space and applying motion artefacts. The 
second block shows the results for correcting images that are 
corrupted by noise and bias fields as well. The results in bold 
indicate the best performance without significant differences 
between them following a Nemenyi post-hoc test

SSIM VIF

Original 0.625± 0.162 0.905± 0.075

Subsampling 0.662± 0.138 0.953± 0.076

Subsampling + Motion 0.633± 0.157 0.921± 0.082

Motion 0.678± 0.129 0.919± 0.076

Motion + Subsampling 0.631± 0.159 0.963± 0.074

MT 0.672± 0.148 0.930± 0.107

MT+LC 0.692± 0.137 0.941± 0.080

Original 0.380± 0.080 0.845± 0.070

Bias 0.399± 0.072 0.810± 0.075

Bias + Noise 0.764± 0.137 1.010± 0.049

Noise 0.788± 0.113 1.009± 0.049

Noise + Bias 0.420± 0.072 0.832± 0.065

MT 0.792± 0.106 0.986± 0.048

MT+LC 0.796± 0.115 1.007± 0.049
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the individual kernels. From these findings, we propose 
that the Bayesian optimization approach does not have to 
be repeated to find the optimal LC , instead the δ values 
can be adjusted to the values presented here.

For bias field correction, the less pronounced fields 
( 5% ) have a larger effect on SSIM, than on the VIF met-
ric. While the Bias and MT models achieve the best SSIM 
results, but not for VIF, and the ‘N4ITK’ method achieves 
the best VIF results, but not for SSIM, the MT+LC model 
performs well regarding both evaluation metrics.

For k-space subsampling, the trained models outper-
formed bicubic interpolation and the UniRes model, with 
regards to VIF. The proposed models can handle a wider 
variation of subsampling masks than the ones evaluated 
here.

For motion correction, the smaller motions introduced 
only a small change with regards to SSIM which could 
not be significantly improved by either of the methods. 
For larger motions, although the trained models achieved 
the best results with regards to SSIM, the Total Variation 
denoising achieved the best VIF results. Looking at an 
example correction of the model in Fig. 1, we can see that 
the model removes a large amount of ripple effects and 
retains the sharp edges of the clean image.

While the models trained for correcting noise gener-
ally perform best with regards to SSIM, only the MT+LC 
model shows comparable results to C.A.D. and BM3D 
with regards to VIF.

For an example image slice, all augmented artefacts 
are visualized, and their respective corrections by the 
MT+LC model in Fig.  1. While the error maps of the 
motion and noise corrections display higher values com-
pared to the original images, both examples still dem-
onstrate an improvement in the SSIM and VIF results. 
In the case of the error maps for additive noise correc-
tions, the blue contour surrounding the skull indicates a 
decrease in the pixel values relative to the original image. 
However, this difference was not perceptible upon visual 
inspection.

Evaluating the performance of LC , we see that for all 
individual artefact correction tasks, the MT+LC model 
has always reached a higher VIF score than the MT 
model.

Regarding the multi-task aspect of the model, contrary 
to our hypothesis, the performance of the models trained 
to correct only a single artefact type did not decrease in 
the presence of another, previously unseen artefact. In 
fact, for both cases where two different artefacts were 
applied on an image (k-space subsampling and motion, 
bias and noise) a combination of two alternative models 
could achieved similar, or even better performance than 
our multi-task models. However, the order of applying 
the models changes the performance significantly. For 

the case of k-space subsampling and motion, applying the 
Motion model first, and the Subsampling model second 
achieved the best VIF results, however applying the mod-
els in the other order achieves significantly worse results 
than our multi task models. For the other scenario, apply-
ing the Bias model first, and then the Noise model yields 
significantly better results than the other order. A pos-
sible reason for the superior results of combining two 
models compared to the multi-task model stems from 
the complexity of the two methods. Since all models use 
the same network architecture, the combination of the 
two models has double the number of model parameters, 
compared to the proposed multi-task solution. However, 
the large difference in performance when changing the 
order of the two models in the consecutive approach, also 
suggests that increasing the complexity of the approach 
not only leads to an increase in performance but also in 
sensitivity.

The mean absolute values of the residuals show that 
the largest corrections were indeed added to the artefacts 
that were present in the images.

In the second scenario, the Noise model seems espe-
cially sensitive to bias, which could be explained by the 
model assuming a homogeneous pixel intensity within 
the tissues to estimate the noise.

The MT+LC model significantly outperformed MT in 
both scenarios, with regards to both evaluation metrics.

The example corrections of pelvic scans in Fig. 2 show 
that the residuals indicate well the artefacts they corre-
spond to. The bias term is generally smooth and slowly 
varying, while the subsampling term is insignificant since 
the input image was already of full-resolution (all residu-
als are plotted using the same scale). The motion term 
shows ripple effects that are corrected for in the recon-
structed output.

The second example illustrates how the model removes 
bias and noise from the image slices to return a cleaner 
image, and it also shows how the axial, slice-wise correc-
tions do not introduce artefacts when viewed from an 
orthogonal angle.

Conclusions
We have developed and trained two multi-task, deep 
learning models using our novel loss function, for arte-
fact correction in brain, and pelvic MR data. It pro-
vides more robust results than using a combination 
of machine learning solutions correcting only a single 
artefact, and it also performs all four tasks with similar 
or superior performance to other, established methods.

Our work included implementing the augmentation of 
four of the most typical artefacts in MR data, bias fields, 
subsampled k-space, motion, and noise. The model 
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Fig. 1 Artefact augmentations and their corrections by the MT+LC model for an example image (seen in the top row). The second row shows 
the artefacted images, while the fourth row shows their correction by the trained model. The figure shows examples for all artefact types from left 
to right: bias, k-space subsampling, motion, and noise. For each artefact type, the images and their difference to the original clean image are shown 
in the third and fifth row, respectively
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Fig. 2 Example corrections using the model Pelvis MT+LC for pelvic MRI scans from Gold Atlas of two patients. The top part shows a slice 
from the first patient with the input slice (top), the prediction (bottom) and the output residuals for bias, subsampling, motion and noise, 
respectively. The bottom part shows another scan of 77 axial slices from the coronal view (top) and the corresponding corrections by the model 
(bottom)
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simultaneously corrects all four aforementioned artefact 
types, without any decrease in performance compared 
to models trained for correcting only one artefact type.

The multi-task approach also proved more robust in 
the scenario of multiple simultaneous artefacts, com-
pared to applying the individual models sequentially.

Our proposed convolutional loss function introduces 
the differences in the image gradients in the computed 
loss, through the use of image convolutions. The intro-
duction of the Laplace operator, and at least one top 
and right edge detection kernels improve the perfor-
mance of the model for artefact corrections in all cases 
with regards to VIF. The thorough evaluation of the 
model trained on brain scans showed to outperform 
several alternative methods for the correction of indi-
vidual artefacts.

In addition, our example corrections on pelvic scans 
indicated that the performance of the model translates well 
to real data despite being trained on augmented artefacts.

To improve the reproducibility of our approach, we 
have made all trained models and source code openly 
accessible.
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