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Abstract: The development in smart meter technology has made grid operations more efficient based on fine-grained
electricity usage data generated at different levels of time granularity. Consequently, machine learning al-
gorithms have benefited from these data to produce useful models for important grid operations. Although
machine learning algorithms need historical data to improve predictive performance, these data are not read-
ily available for public utilization due to privacy issues. The existing smart grid data simulation frameworks
generate grid data with implicit privacy concerns since the data are simulated from a few real energy con-
sumptions that are publicly available. This paper addresses two issues in smart grid. First, it assesses the
level of privacy violation with the individual household appliances based on synthetic household aggregate
loads consumption. Second, based on the findings, it proposes two privacy-preserving mechanisms to reduce
this risk. Three inference attacks are simulated and the results obtained confirm the efficacy of the proposed
privacy-preserving mechanisms.

1 INTRODUCTION

The management of power grid has recently advanced
through the proliferation of smart technologies. Over
the years, smart grid has enjoyed rapid advancement
in smart solutions deployment due to the need for
managing the grid in an economical, reliable, and sus-
tainable manner (Fekri et al., 2019). One of these
technologies is the introduction of advanced meter-
ing infrastructure (AMI). AMI enables smart meters
to measure and communicate energy consumption
within the configured intervals (Fekri et al., 2019;
El Kababji and Srikantha, 2020). These measure-
ments have the potential to offer great insights, in-
crease smart grid flexibility, improve decision-making
as well as grid reliability (Adewole and Torra, 2022b).
Non-intrusive load monitoring (NILM) is one of the
technologies that provides the insights.

NILM separates a building’s aggregated energy
into constituent fine-grained energy demands by the
individual household appliances (Batra et al., 2019;
Kelly and Knottenbelt, 2015). NILM research has
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produced techniques for increasing energy efficiency
through generation of appliance-level consumption
details that can guide consumers to adopt better en-
ergy usage habits. Considering the load consumption
disaggregation and based on the increasing energy
awareness of individual equipment, consumers may
adapt consumption behaviours, replace equipment or
install management systems focusing on energy opti-
mization (Hart et al., 1989).

Research in NILM focused on energy disaggrega-
tion, however, privacy issues in energy disaggregation
are a major concern as individual household lifestyles
can be inferred from their consumption (Adewole and
Torra, 2022a; Adewole and Torra, 2022b). The infor-
mation inferred can be used by malicious third par-
ties. For instance, cases of cyber-attacks on smart grid
have been reported in the recent years (BBCNews,
2017).

This paper targets to solve two issues in smart grid
domain. In the first issue, we extend a methodol-
ogy for synthetic data generation to simulate smart
grid data with significant number of households ag-
gregate consumption. This enables us to check the
privacy risk associated with the synthetic households
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aggregated consumption. In the second issue, we
propose two privacy-preserving mechanisms to pro-
tect smart grid data from household privacy leakage.
More specifically, the paper: (1) extends the existing
data simulation framework to generate smart grid data
useful for data analysis and privacy-preserving stud-
ies based on generative adversarial networks (GAN)
(2) investigates the performance of deep learning
Sequence-to-Sequence (Seq2Seq) NILM disaggrega-
tion algorithm alongside three events extraction meth-
ods to ascertain the privacy leakage in publishing
smart grid data (3) investigates the performance of
two privacy-preserving methods for privacy protec-
tion of individual household appliances.

The organization of the remaining sections of this
paper is as follows: Section 2 discusses the related
works in energy disaggregation, synthetic data gen-
eration and privacy-preserving methods. Section 3
highlights the proposed methods in this paper. Sec-
tion 4 focuses on experimental and evaluation proce-
dures. Section 5 presents the results and discusses the
findings, and finally, Section 6 concludes the paper
and offers future directions.

2 RELATED WORKS

2.1 Energy Disaggregation

Energy disaggregation or Non-intrusive load moni-
toring (NILM) research has spanned more than two
decades starting with the significant contributions
from (Hart et al., 1989). With the use of a single smart
meter to measure aggregate consumption of a house-
hold, the NILM system provides the opportunity to
mine information regarding the consumption details
of individual household appliances.

While this approach is non-intrusive, its notice-
able benefit to providing consumers with personalized
services has become widespread (Batra et al., 2019).
With the introduction of clustering-based method us-
ing transient and steady-state characteristics (Hart
et al., 1989), several approaches have also been stud-
ied for energy disaggregation tasks. These include
factorial hidden Markov model (FHMM), combinato-
rial optimization (CO) as well as deep learning algo-
rithms for energy disaggregation (Batra et al., 2019;
Kelly and Knottenbelt, 2015). One of the notable
challenges in smart grid research is the lack of robust
public datasets with different characteristics and sig-
nificant number of households. Recently, a number
of studies have addressed this gap through the sim-
ulation of synthetic load data for both aggregate and
appliance level (El Kababji and Srikantha, 2020).

2.2 Synthetic Load Data Simulation

Synthetic data simulation for smart grid has been ad-
dressed from two major directions, which are model-
based and data-driven approaches. Model-based ap-
proaches such as the one presented in (Lopez et al.,
2018) heavily relied on the underlying physical char-
acteristics of the simulated load. In other words, this
approach is highly parametric which limits the flexi-
bility of modeling load consumption of different de-
vices. The limitation is addressed by data-driven ap-
proaches which do not make prior assumptions about
the physical characteristics of a load. For instance,
(El Kababji and Srikantha, 2020) used GAN to gener-
ate synthetic smart grid data. However, this approach
has implicitly introduced privacy issues in the sim-
ulated data since the data were generated from real
load consumption with inherent privacy concerns. In
our study, we assess the privacy leakage associated
with these data-generating frameworks. Particularly,
we focus on the framework described by Kababji &
Srikantha (El Kababji and Srikantha, 2020).

2.3 Privacy-Preservation of Smart Grid
Data

Although there are several approaches for privacy-
preserving smart grid data publishing, the most
prominent are the studies on data anonymization
(Adewole and Torra, 2022a; Sangogboye et al., 2018)
and differential privacy (Soykan et al., 2019). Al-
though each study addresses privacy protection of
smart grid data from different perspectives, investi-
gation of the privacy leakage of individual appliance
signatures in the energy signals is not addressed. As
shown in (Adewole and Torra, 2022b), the privacy
leakage related to the individual appliance is high.
Therefore, one of the objectives of this paper is to
investigate the privacy level of the synthetic data.
We add additional privacy guarantees considering this
type of disclosure risk utilizing two privacy protection
mechanisms.

3 PROPOSED APPROACH

Figure 1 shows the proposed framework for smart
grid synthetic data generation, disclosure risk assess-
ment and privacy protection. The framework in-
cludes three modules to achieve the objectives of the
research. The first module (M1) relies on the use
of GAN to learn the underlying distribution of load
operations from the real appliance datasets that are
publicly available (see §3.1). This module is based

SECRYPT 2023 - 20th International Conference on Security and Cryptography

280



on the framework described by Kababji & Srikantha
(El Kababji and Srikantha, 2020) as previously stated.
Module (M2) is responsible for checking the disclo-
sure risk associated with the individual appliances
in the simulated households aggregate data. This is
achieved through the simulation of three inference at-
tack scenarios that are discussed in §3.2. The third
module (M3) applies two privacy protection mecha-
nisms (MDAV and DFTMicroagg) previously studied
in our work (Adewole and Torra, 2022a).

Figure 1: Proposed framework for smart grid data genera-
tion and privacy protection.

3.1 Generative Adversarial Networks

GAN is a widely used algorithm for generating syn-
thetic datasets. This algorithm has two neural net-
works parts: the generator (G) and the discriminator
(D). The generator samples random noise z as in-
put from the probability distribution pg(z) to produce
synthetic patterns. The discriminator can take input
from the generator or from the real training data as x
drawn from the data distribution pd(x). Both G and D
are trained simultaneously with opposing objectives.
G aims to ensure its outputs are indistinguishable by
D, that is, to minimize the probability of D predicting
its output as synthetic. Conversely, the goal of D is to
maximize the probability of predicting its outcome as
either real or synthetic.

In this study, GAN is utilized to generate syn-
thetic load patterns and usage habits based on the cost
function in eq. 1. As observed in (El Kababji and
Srikantha, 2020), this cost function works better with
time series data as opposed to the original GAN cost
function that was evaluated on image datasets. Dur-
ing the training phase, the discriminator is updated
by ascending its stochastic gradient using eq. 2 and
the generator is updated by descending its stochastic

gradient using eq. 3. In §4, we provide the detail
of the experimental settings for generating synthetic
datasets used in this study.

C(D,G) = Ex∼pd(x)[log(1−D(x))]+

Ez∼pg(z)[logD(G(z))] (1)

▽θd
1
n

n

∑
i=1

[log(1−D(x(i)))]+ [logD(G(z(i)))] (2)

▽θg
1
n

n

∑
i=1

[logD(G(z(i)))] (3)

3.2 Inference Attacks Simulation

In this study, we simulate three inference attacks sce-
narios to check the privacy leakage associated with
the individual appliances in the synthetic aggregate
data at the household level. Thereafter, we implement
two privacy protection mechanisms to ascertain if the
privacy risk is reduced for a specific appliance. The
three scenarios are briefly discussed as follows:

Scenario 1: Attacker inferring household con-
sumption from the same household in the same
dataset. In the first case, we train a Seq2Seq disaggre-
gation algorithm for each appliance using household
data. The resulting model was tested with aggregate
energy data drawn from the same household.

Scenario 2: Attacker inferring household con-
sumption from different households in the same
dataset. In the second case, we train a Seq2Seq dis-
aggregation algorithm for each appliance using par-
ticular household data. The resulting model was
tested with aggregate energy data selected from an-
other household in the same dataset. This is to check
if the attacker can use a model trained with a partic-
ular household data to attack another household from
the same dataset.

Scenario 3: Attacker inferring household con-
sumption from different households in different
datasets. In the third scenario, we train a Seq2Seq dis-
aggregation algorithm for each appliance using par-
ticular household data in one dataset. The resulting
model was tested with aggregate energy data selected
from another household in a different dataset. This is
to check if the attacker can use a trained model on one
household to attack another household from a differ-
ent dataset.
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3.3 Seq2Seq Algorithm

Seq2Seq (Kelly and Knottenbelt, 2015) is a deep
learning NILM algorithm based on different con-
volutional neural networks layers and a fully con-
nected layer. It takes a sequence of aggregate en-
ergy data Yt:t+W−1 and maps it to another sequence
corresponding to the target appliance load signature
Xt:t+W−1. The regression is defined as Xt:t+W−1 =
Fs(Yt:t+W−1,θs)+ ε, where ε is W-dimensional Gaus-
sian random noise and θs are the parameters of the
neural networks.

3.4 Event Detection

To compute the activation period of a specific ap-
pliance at time t from the output of Seq2Seq algo-
rithm, we adopt three event detection methods. These
methods are utilized to compute the activation thresh-
old λ that determines when a particular appliance is
switched ON at time t. Any value that is less than λ

signifies the OFF state.

3.4.1 Activation Time Extraction

Activation Time Extraction (ATE) is an event de-
tection method proposed by (Kelly and Knottenbelt,
2015). It was specifically tunned on UK-DALE
NILM dataset. The method extracts activations of ap-
pliances such as light bubs and toasters by consider-
ing consecutive activations above a certain threshold.
The algorithm is included in NILMTK (Batra et al.,
2019), which is a toolkit for energy disaggregation.

3.4.2 Middle-Point Thresholding

Middle-Point Thresholding (MPT) (Precioso and
Gomez-Ullate, 2020) computes the threshold λ for
each appliance ℓ from the distribution of power mea-
surement of individual appliances in the training data
based on clustering analysis. The training data are
split into two clusters and the centroids of each clus-
ter are utilized to fix the threshold value according to
eq. 4. The first centroid is denoted as m(ℓ)

0 represent-

ing the OFF state and the second centroid is m(ℓ)
1 for

ON event. These two values are used to fix the event
detection threshold in the case of MPT. In this paper,
we used K-means algorithm for the clustering.

λ
(ℓ) =

m(ℓ)
0 +m(ℓ)

1
2

(4)

3.4.3 Variance-Sensitive Thresholding

This method improves on MPT method by introduc-
ing standard deviation σ

(ℓ)
k estimated from the data

points in each cluster according to eq 5:

d =
σ
(ℓ)
0

σ
(ℓ)
0 +σ

(ℓ)
1

λ
(ℓ) = (1−d)m(ℓ)

0 +dm(ℓ)
1 (5)

3.5 Privacy Protection Algorithms

We investigate the performance of two privacy pre-
serving mechanisms: Maximum Distance to Average
Vector (MDAV) microaggregation (Domingo-Ferrer
and Torra, 2005; Samarati, 2001) and DFTMicroagg
(Adewole and Torra, 2022a). These two algorithms
have been studied in our recent work (Adewole and
Torra, 2022a) to protect daily energy consumption
data. DFTMicroagg combines MDAV and discrete
Fourier transform (DFT) to provide an additional
level of privacy protection. In this paper, we investi-
gate the performance of these algorithms for protect-
ing the privacy of individual appliance signatures in
synthetic energy signals.

4 EXPERIMENTAL SETUP

All experiments have been conducted using Python.
We extend the framework in (El Kababji and Srikan-
tha, 2020) for synthetic dataset simulation. Energy
disaggregation experiment is based on NILMTK and
NILKTK-Contrib (Batra et al., 2019) environment.

4.1 Synthetic Dataset Simulation

In this paper, we simulate two synthetic datasets,
named Synthetic AMPd and Synthetic REFIT. The
first dataset (Synthetic AMPd) contains 200 house-
holds load consumption data with seven appliances
(Cloth Dryer (CDE), Dishwasher (DWE), Fridge
(FRE), Heat Pump (HPE), Cloth Washer (CWE), In-
stant hot water unit (HTE), and Kitchen wall oven
(WOE)). The data was simulated from two pub-
licly available datasets, Almanac of Minutely Power
dataset (AMPd) and Rainforest Automation Energy
dataset (RAE) using GAN. We combine the synthetic
patterns and usage habits generated by GAN into
aggregate-level data for household consumption. The
generated synthetic dataset covers a period of one
year spanning from January 2021 to December 2021
with 3 minutes granularity.

The second dataset (Synthetic REFIT) contains
200 households load consumption with five appli-
ances (Washing machine (WME/CWE), Dishwasher
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(DWE), Fridge (FRE), Microwave (MWE) and Ket-
tle (KTE)). The data was simulated from REFIT pub-
lic dataset using GAN. REFIT was collected from
20 households with a sampling interval of 8 seconds.
The generated synthetic dataset covers a period of two
years spanning from January 2020 to December 2021
with 6 minutes granularity.

4.2 Training and Testing

For the privacy protection experiment, we check when
k is 40 and 50 for microaggregation. The coefficient
values of the DFTMicroagg algorithm used for the
Synthetic AMPd dataset is 80 while that of Synthetic
REFIT is 40 (see (Adewole and Torra, 2022a) for de-
tails). Table 1 shows the experimental settings used to
train and test Seq2Seq disaggregation algorithm dur-
ing privacy evaluation of the two synthetic datasets.

Table 1: Experimental settings for the two datasets.

Dataset No of Appli-
ances

Training Pe-
riods

Testing Peri-
ods

Synthetic AMPd dataset 7 8 months 4 months
Synthetic REFIT dataset 5 17 months 7 months

4.3 Evaluation

4.3.1 GAN Evaluation

Figure 2 shows the architecture of the GAN system
used for load pattern synthesis for the two datasets
discussed in §4.1. As an extension to the architecture
in (El Kababji and Srikantha, 2020), this paper simu-
lated seven loads for Synthetic AMPd and five loads
for Synthetic REFIT datasets. Figure 3 presents the
architecture of GAN system used for the load habit
synthesis for the two datasets.

Figure 2: GAN architecture for load patterns synthesis for
the two datasets.

To evaluate the performance of GAN system for
load pattern and habit synthesis based on the architec-
ture in Figures 2 and 3, we train a neural network with
multilayer perceptron as described in (El Kababji and
Srikantha, 2020). This provides a background evalu-
ation of the accuracy achieved by the proposed GAN
systems. Section §5.1 shows the evaluation results.

Figure 3: GAN architecture for load habits synthesis for the
two datasets.

4.3.2 Disclosure Risk Evaluation

To check the disclosure risk associated with each
appliance in the energy data, we adopt the formula
proposed in our recent study (Adewole and Torra,
2022b). The disclosure risk (DR) is given as,

DR(ℓ) = TP(ℓ)/(TP(ℓ)+FN(ℓ)) (6)

where T P(ℓ) represents the proportion of correctly
predicted ON events for appliance ℓ, FN(ℓ) represents
the proportion of ON events for appliance ℓ which
was mistakenly predicted as OFF events, and DR(ℓ)

represents the disaggregation risk of appliance ℓ that
takes a value in the interval [0,1]. The higher the value
of DR, the higher the disclosure risk.

5 RESULTS AND DISCUSSION

5.1 Synthetic Datasets

It can be seen in Figures 4 and 5 that GAN was able to
model the real patterns for the individual loads. These
figures show the sample results for the simulated Syn-
thetic AMPd loads patterns for some appliances due
to the space constraint.

(a) Cloth Dryer (b) Cloth Washer

(c) Dishwasher (d) Heat Pump

Figure 4: Sample random real patterns of appliances in Syn-
thetic AMPd.
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(a) Cloth Dryer (b) Cloth Washer

(c) Dishwasher (d) Heat Pump

Figure 5: Sample random synthetic patterns of appliances
in Synthetic AMPd.

(a) GAN Evolution (b) EvaluatorNet loss

Figure 6: Performance evaluation of pattern generation for
the seven loads in Synthetic AMPd.

Figure 6(a) shows the evolution of Generator and
Discriminator during the training phase of GAN. It
can be seen that the two networks show good conver-
gence patterns during the training phase. Figure 6(b)
depicts the loss of the neural network that evaluated
the generated patterns.

5.2 Attack Scenario 1

5.2.1 Results Based on Synthetic AMPd Dataset

For this inference attack scenario, House 2 data were
used to train and test the Seq2Seq NILM algorithm.
The goal is to ascertain if the NILM disaggregation
algorithm can effectively disaggregate the signature
of each appliance. The result of this energy disag-
gregation represents a disclosure risk that reveals the
level in which attackers can predict the lifestyles of
the individual households. Table 2 and 3 show the
disaggregation risk associated with Synthetic AMPd
dataset. It can be seen that except for Fridge, Wash-
ing machine and Electric water heater, the disaggre-
gation risk of the other devices is on the high side.
To reduce the risk associated with individual appli-
ances, we utilized MDAV and DFTMicroagg algo-
rithms. Based on our findings, DFTMicroagg low-
ers the disclosure risk when compared with MDAV

especially, when the value of K = 50 according to
Table 3. These results confirmed that both MDAV
and DFTMicroagg are promising privacy-preserving
mechanisms for smart grid data protection and for re-
ducing the disaggregation risk associated with indi-
vidual appliances. Thus, the privacy leakage of the
individual household lifestyles is reduced.

Table 2: Disaggregation risk for each appliance in Synthetic
AMPd dataset for Scenario 1. A = Original, B = MDAV, C
= DFTMicroagg. K = 40 and Coeff = 80.

Disaggregation risk - Synthetic AMPd
ATE MPT VST

Load A B C A B C A B C
HPE 0.90 0.03 0.01 0.96 0.00 0.00 0.92 0.02 0.01
DWE 0.99 0.57 0.43 0.90 0.11 0.03 0.98 0.44 0.27
CDE 0.99 0.00 0.00 0.99 0.00 0.00 0.98 0.00 0.00
FRE 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
CWE 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
WOE 0.97 0.08 0.03 0.84 0.00 0.00 0.97 0.07 0.00
HTE 0.01 0.00 0.00 0.00 0.00 0.00 0.06 0.03 0.00

Table 3: Disaggregation risk for each appliance in Synthetic
AMPd dataset for Scenario 1. A = Original, B = MDAV, C
= DFTMicroagg. K = 50 and Coeff = 80.

Disaggregation risk - Synthetic AMPd
ATE MPT VST

Load A B C A B C A B C
HPE 0.90 0.04 0.03 0.96 0.00 0.00 0.92 0.04 0.04
DWE 0.99 0.46 0.25 0.90 0.03 0.04 0.98 0.27 0.13
CDE 0.99 0.00 0.00 0.99 0.00 0.00 0.98 0.00 0.00
FRE 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
CWE 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
WOE 0.97 0.17 0.06 0.84 0.00 0.00 0.97 0.17 0.00
HTE 0.01 0.01 0.01 0.00 0.00 0.01 0.06 0.03 0.00

5.2.2 Results Based on Synthetic REFIT Dataset

Similarly, we use House 2 data in Synthetic REFIT to
train and test Seq2Seq NILM algorithm for this sce-
nario. Tables 4 and 5 show the disaggregation risk as-
sociated with this dataset and the results we obtained
for the two privacy protection mechanisms. Similar to
the results obtained with Synthetic AMPd, DFTMi-
croagg outperformed MDAV on average, especially,
when the value of K was increased to 50. This result
offers better privacy protection than K = 40.

Table 4: Disaggregation risk for each appliance in Synthetic
REFIT dataset for Scenario 1. A = Original, B = MDAV, C
= DFTMicroagg. K = 40 and Coeff = 40.

Disaggregation risk - Synthetic REFIT
ATE MPT VST

Load A B C A B C A B C
CWE 0.31 0.14 0.12 0.79 0.18 0.17 0.61 0.20 0.18
DWE 0.74 0.22 0.13 0.87 0.09 0.05 0.88 0.09 0.07
FRE 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
MWE 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
KTE 0.93 0.19 0.00 0.97 0.19 0.00 0.98 0.37 0.00
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Table 5: Disaggregation risk for each appliance in Synthetic
REFIT dataset for Scenario 1. A = Original, B = MDAV, C
= DFTMicroagg. K = 50 and Coeff = 40.

Disaggregation risk - Synthetic REFIT
ATE MPT VST

Load A B C A B C A B C
CWE 0.31 0.10 0.10 0.79 0.11 0.12 0.61 0.12 0.13
DWE 0.74 0.15 0.10 0.87 0.00 0.00 0.88 0.00 0.00
FRE 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
MWE 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
KTE 0.93 0.07 0.00 0.97 0.19 0.00 0.98 0.34 0.00

5.3 Attack Scenario 2

5.3.1 Results Based on Synthetic AMPd Dataset

For this experiment, we trained Seq2Seq NILM al-
gorithm with data from households 1 and 2, and
the model was tested using households 41 and 42
data. The results as shown in Tables 6 and 7 re-
veal that Seq2Seq algorithm and the activation ex-
traction methods can successfully disaggregate Heat
pump, Dish washer, Cloth dryer, Oven and Electric
water heater for Scenario 2. As opposed the result ob-
tained in Scenario 1, when Seq2Seq was trained and
tested with more data from different households, the
disaggregation risk of Electric water heater increased.
This shows that a pre-trained model from a particular
household data can be used to reveal the lifestyles of
another household.

We further check if the proposed privacy-
preserving mechanisms can lower these disaggrega-
tion risks. The results obtained show that DFTMi-
croagg still outperformed MDAV on average (see Ta-
bles 6 and 7) for Synthetic AMPd dataset. This pat-
tern of result can also be seen in Tables 8 and 9
for Synthetic REFIT. Both MDAV and DFTMicroagg
provide promising privacy protection guarantees.

Table 6: Disaggregation risk for each appliance in Synthetic
AMPd dataset for Scenario 2. A = Original, B = MDAV, C
= DFTMicroagg. K = 40 and Coeff = 80.

Disaggregation risk - Synthetic AMPd
ATE MPT VST

Load A B C A B C A B C
HPE 0.86 0.01 0.00 0.98 0.00 0.00 0.95 0.01 0.00
DWE 0.99 0.49 0.35 0.91 0.05 0.09 0.99 0.31 0.22
CDE 0.99 0.00 0.00 0.99 0.00 0.00 0.98 0.00 0.00
FRE 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
CWE 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
WOE 0.97 0.00 0.00 0.88 0.00 0.00 0.97 0.00 0.00
HTE 0.48 0.20 0.15 0.37 0.05 0.04 0.75 0.53 0.35

5.3.2 Results Based on Synthetic REFIT Dataset

Tables 8 and 9 show the disaggregation risk associated
with this dataset and how the two privacy protection
algorithms reduced this risk.

Table 7: Disaggregation risk for each appliance in Synthetic
AMPd dataset for Scenario 2. A = Original, B = MDAV, C
= DFTMicroagg. K = 50 and Coeff = 80.

Disaggregation risk - Synthetic AMPd
ATE MPT VST

Load A B C A B C A B C
HPE 0.86 0.00 0.00 0.98 0.00 0.00 0.95 0.00 0.00
DWE 0.99 0.30 0.25 0.91 0.03 0.02 0.99 0.13 0.09
CDE 0.99 0.00 0.00 0.99 0.00 0.00 0.98 0.00 0.00
FRE 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
CWE 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
WOE 0.97 0.18 0.00 0.88 0.00 0.00 0.97 0.16 0.00
HTE 0.48 0.19 0.10 0.37 0.02 0.01 0.75 0.28 0.21

Table 8: Disaggregation risk for each appliance in Synthetic
REFIT dataset for Scenario 2. A = Original, B = MDAV, C
= DFTMicroagg. K = 40 and Coeff = 40.

Disaggregation risk - Synthetic REFIT
ATE MPT VST

Load A B C A B C A B C
CWE 0.33 0.06 0.06 0.78 0.09 0.05 0.64 0.07 0.04
DWE 0.41 0.12 0.10 0.94 0.11 0.09 0.80 0.14 0.11
FRE 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
MWE 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
KTE 0.95 0.13 0.00 1.00 0.13 0.00 0.97 0.22 0.00

5.4 Attack Scenario 3

For this scenario, Households 1 and 2 data from Syn-
thetic REFIT were used for training. This covers a
period of 17 months. The testing was done using
Household 1 and 2 data from Synthetic AMPd. Test
data covers a period of 8 months. The experiment
was carried out using only Washing Machine, Dish
Washer and Fridge since they are the common appli-
ances in the two simulated synthetic datasets. The
disaggregation risk for this scenario is minimal since
only the dish washer was disaggregated based on ATE
and VST activation methods. Nevertheless, the pro-
posed privacy-preserving methods further lower this
risk, particularly when K = 50. Similarly, DFTMi-
croagg outperformed MDAV based on the results ob-
tained. See Tables 10 and 11.

Table 9: Disaggregation risk for each appliance in Synthetic
REFIT dataset for Scenario 2. A = Original, B = MDAV, C
= DFTMicroagg. K = 50 and Coeff = 40.

Disaggregation risk - Synthetic REFIT
ATE MPT VST

Load A B C A B C A B C
CWE 0.33 0.10 0.09 0.78 0.05 0.04 0.64 0.11 0.10
DWE 0.41 0.04 0.08 0.94 0.00 0.00 0.80 0.00 0.00
FRE 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
MWE 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
KTE 0.95 0.04 0.00 1.00 0.09 0.00 0.97 0.24 0.00
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Table 10: Disaggregation risk of the common appliances in
the two synthetic datasets for Scenario 3. A = Original, B =
MDAV, C = DFTMicroagg. K = 40 and Coeff = 80.

DR - Synthetic REFIT and AMPd
ATE MPT VST

Load A B C A B C A B C
CWE 0.06 0.09 0.02 0.00 0.07 0.00 0.07 0.10 0.03
DWE 0.21 0.11 0.10 0.07 0.03 0.01 0.15 0.06 0.05
FRE 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Table 11: Disaggregation risk of the common appliances in
the two synthetic datasets for Scenario 3. A = Original, B =
MDAV, C = DFTMicroagg. K = 50 and Coeff = 80.

DR - Synthetic REFIT and AMPd
ATE MPT VST

Load A B C A B C A B C
CWE 0.06 0.02 0.00 0.00 0.00 0.00 0.07 0.02 0.00
DWE 0.21 0.07 0.02 0.07 0.01 0.00 0.15 0.05 0.00
FRE 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

6 CONCLUSIONS

In this paper, we assessed the privacy levels of syn-
thetic households aggregate smart grid data. We in-
vestigated the performance of Seq2Seq energy dis-
aggregation algorithm and three activation extraction
methods. The findings revealed that the disclosure
risk associated with a significant number of appli-
ances in the synthetic aggregate data is high. There-
after, we proposed two privacy preserving approaches
to lower this disclosure risk. The results show that the
two privacy protection methods produced promising
results for privacy protection of individual household
lifestyles. In future, we would like to investigate the
privacy leakage at the top level of the grid hierarchy.
This will enable us to have a better understanding of
the privacy protection offer by the proposed mecha-
nisms at different levels of smart grid hierarchy.
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