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“As shadows reveal the unseen, anomalies illuminate the path to discovery!”





Abstract

Edge clouds have emerged as an essential architecture, revolutionizing data
processing and analysis by bringing computational capabilities closer to data
sources and end-users at the edge of the network. Anomaly detection is crucial
in these settings to maintain the reliability and security of edge-based systems
and applications despite limited computational resources. It plays a vital
role in identifying unexpected patterns, which could indicate security threats
or performance issues within the decentralized and real-time nature of edge
cloud environments. For example, in critical edge applications like autonomous
vehicles, augmented reality, and smart healthcare, anomaly detection ensures the
consistent and secure operation of these systems, promptly detecting anomalies
that might compromise safety, performance, or user experience. However, the
adoption of anomaly detection within edge cloud environments poses numerous
challenges.

This thesis aims to contribute by addressing the problem of anomaly de-
tection in edge cloud environments. Through a comprehensive exploration
of anomaly detection methods, leveraging machine learning techniques and
innovative approaches, this research aims to enhance the efficiency and accuracy
of detecting anomalies in edge cloud environments. The proposed methods
intend to overcome the challenges posed by resource limitations, the lack of
labeled data specific to edge clouds, and the need for accurate detection of
anomalies. By focusing on machine learning approaches like transfer learning,
knowledge distillation, reinforcement learning, deep sequential models, and
deep ensemble learning, this thesis endeavors to establish efficient and accurate
anomaly detection systems specific for edge cloud environments.

The results demonstrate the improvements achieved by employing machine
learning methods for anomaly detection in edge clouds. Extensive testing
and evaluation in real-world edge environments show how machine learning-
driven anomaly detection systems improve identification of anomalies in edge
clouds. The results highlight the capability of these methods to achieve a
reasonable trade-off between accuracy and computational efficiency. These
findings illustrate how machine learning-based anomaly detection approaches
contribute to building resilient and secure edge-based systems.
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Sammanfattning

Kantmoln har framträtt som en avgörande arkitektur och revolutionerat data-
hantering och analys genom att utnyttja beräkningskapacitet närmare datakällor
och användare vid kanten av nätverket. Avvikelsedetektering är avgörande
i dessa sammanhang för att bibeh̊alla p̊alitligheten och säkerheten hos dessa
kantbaserade system och applikationer trots begränsade beräkningsresurser.
Detta spelar en betydande roll i att identifiera oväntade mönster, vilka kan
indikera säkerhetshot eller prestandaproblem inom de decentraliserade och re-
altidsmässiga kantmolnmiljöerna. Inom kritiska applikationer vid nätverkets
kant s̊asom autonoma fordon, augmented reality och smart hälsov̊ard, säkerställer
avvikelsedetektion den konsekventa och säkra driften av dessa system, genom
att snabbt upptäcka avvikelser som kan kompromissa säkerhet, prestanda eller
användarupplevelse. Emellertid innebär införandet av avvikelsedetektion inom
kantmolnmiljöer m̊anga utmaningar.

Denna avhandling syftar till att bidra genom att ta itu med problemet av
avvikelsedetektion i kantmolnmiljöer. Genom en omfattande utforskning av
avvikelsedetektionsmetoder med hjälp av maskininlärningstekniker och innova-
tiva tillvägag̊angssätt, syftar denna forskning till att förbättra effektiviteten och
noggrannheten vid detektering av avvikelser i kantmolnmiljöer. De föreslagna
metoderna avser att övervinna utmaningar som begränsad beräkningskraft,
bristen p̊a märkt data för kantmoln samt oförlitlig identifiering av avvikelser.
Genom att fokusera p̊a maskininlärningsmetoder som överföringsinlärning, kun-
skapsdestillering, förstärkningsinlärning, djupa sekventiella modeller och djup
ensembleinlärning, strävar denna avhandling efter att etablera effektiva och
noggranna system för avvikelsedetektion som är specifika för kantmolnmiljöer.

Resultaten visar förbättringar som uppn̊atts genom att använda mask-
ininlärningsmetoder för avvikelsedetektion i kantmoln. Omfattande testning
och utvärdering i verkliga miljöer visar hur maskininlärningsdrivna system för
avvikelsedetektion förbättrar identifieringen av avvikelser i kantmoln. Resul-
taten belyser dessa metoders förmåga att uppn̊a en rimlig avvägning mellan
noggrannhet och beräkningsmässig effektivitet. Dessa fynd illustrerar hur mask-
ininlärningsbaserade tillvägag̊angssätt för avvikelsedetektion bidrar till att bygga
robusta och säkra kantbaserade system.
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Preface

This thesis starts with a brief overview of edge clouds and explores the challenges
associated with detecting anomalies within these environments, focusing on
improving the accuracy and efficiency of anomaly detection within edge clouds
using machine learning techniques. A concise summary of the contributions
made by this thesis is outlined in the six included papers:

Paper I J. Forough, M. Bhuyan, and E. Elmroth. Detection of VSI-
DDoS Attacks on the Edge: A Sequential Modeling Approach. In
Proceedings of the 16th International Conference on Availability,
Reliability and Security (ARES), pp. 1-10, 2021.

Paper II J. Forough, M. Bhuyan, and E. Elmroth. DELA: A Deep Ensem-
ble Learning Approach for Cross-layer VSI-DDoS Detection on the
Edge. In Proceedings of the 42nd IEEE International Conference
on Distributed Computing Systems (ICDCS), pp. 1155-1165, 2022.

Paper III J. Forough, M. Bhuyan, and E. Elmroth. Anomaly Detection
and Resolution on the Edge: Solutions and Future Directions.
In Proceedings of the IEEE International Conference on Service-
Oriented System Engineering (SOSE), pp. 227-238, 2023.

Paper IV J. Forough, M. Bhuyan, and E. Elmroth. Unified Identification of
Anomalies on the Edge: A Hybrid Sequential PGM Approach. In
Proceedings of the 22nd IEEE International Conference on Trust,
Security and Privacy in Computing and Communications (Trust-
Com), 2023.

Paper V J. Forough, H. Haddadi, M. Bhuyan, and E. Elmroth. Efficient
Anomaly Detection for Edge Clouds: Mitigating Data and Resource
Constraints. Submitted for publication, 2024.

Paper VI J. Forough, M. Bhuyan, and E. Elmroth. Reinforced Model
Selection for Resource Efficient Anomaly Detection in Edge Clouds.
Submitted for publication, 2024.
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Chapter 1

Introduction

The evolution of computing paradigms has introduced a new era marked by
the integration of edge cloud architectures, transforming the landscape of data
processing and analysis. This chapter elaborates on the research motivation,
objectives, and methodology of this thesis, offering a comprehensive exploration
into the core motivations driving our study, the goals we aim to achieve, and
the strategies we employ to conduct our research.

1.1 Research Motivation

The evolution and widespread adoption of edge cloud architectures have reshaped
data processing, providing industries with real-time decision-making capabilities.
Particularly crucial for emerging applications like augmented reality [Sir+21],
autonomous transportation [Liu+19], smart healthcare [HHI22], and more, edge
clouds have become essential. However, this transformative shift has also posed
challenges in maintaining the security, reliability, and operational stability of
edge-based systems and applications. Given the critical role of edge clouds
in these cutting-edge applications, there is an urgent need to improve their
operational resilience. This necessity highlights the need for tailored anomaly
detection mechanisms designed explicitly for the dynamic and distributed nature
of edge environments.

This research is motivated by the imperative to bridge this gap by designing
accurate and efficient anomaly detection methods for edge cloud architectures us-
ing machine learning. As mentioned before, anomaly detection holds paramount
importance for edge clouds due to their decentralized nature, where data process-
ing occurs closer to the source. This proximity enhances real-time responsiveness
but also amplifies vulnerability to anomalies. As edge clouds are the backbone
of crucial applications, ensuring their uninterrupted and secure operation is
vital. Hence, the development of anomaly detection mechanisms specific to
edge environments becomes imperative to protect against potential disruptions,
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maintain operational integrity, and ensure the reliability of these advanced
applications.

Moreover, recent developments in machine learning methods have exhibited
significant promise across various domains [Khe+23]. These advancements
demonstrate their adaptability and effectiveness in identify intricate patterns
from large datasets, making them particularly suitable for addressing complex
tasks like anomaly detection. This capability is crucial in detecting anomalies
within the diverse and dynamic landscape of edge environments. Therefore, this
research endeavors to explore recent developments in machine learning and ex-
amine their applicability in constructing anomaly detection systems customized
for edge cloud infrastructures. By utilizing the power of machine learning, this
research aims to elevate anomaly detection capabilities, enabling proactive,
precise, and efficient identification of anomalies in edge cloud environments.

1.2 Research Objectives

The thesis aim is to improve anomaly detection techniques specific to edge cloud
environments using machine learning, aligning with the domains highlighted
in Section 1.1. Anomaly detection within edge cloud environments requires
innovative solutions due to their inherent challenges. The high-level research
objectives are outlined as follows:

RO1: To devise, implement, and evaluate methods leveraging machine learning
techniques to enhance the efficiency and accuracy of anomaly detection in
edge cloud environments.

RO2: To establish an experimental testbed setup conducive to testing and
validating machine learning-driven anomaly detection methods in edge
cloud environments, supporting the practical evaluation and validation of
the devised anomaly detection methods.

RO3: To conduct a comprehensive review of existing literature and research
studies addressing anomaly detection and resolution on the edge, summa-
rizing current practices, identifying gaps, and outlining future directions
for research in this domain.

1.3 Methodology

The methodology used in this thesis adheres to a Design Science Research (DSR)
[VHM20], as illustrated in Figure 1.1. The initial step involves the identification
of prevalent challenges in anomaly detection within edge cloud environments
and the precise definition of the addressed research problem. Concurrently,
a comprehensive review of relevant literature is conducted to gain a deeper
understanding of the domain and existing solutions. The subsequent phase
quantitatively defines the objectives of the solution in comparison to existing
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methodologies. The next step is the iterative design and development process
focused on creating novel anomaly detection techniques tailored explicitly for
edge cloud environments. Throughout this research, the proposed solutions are
extensively evaluated in testbed edge cloud settings, leveraging a comprehensive
experimental setup detailed in each research paper. Final phase encompasses
the effective communication of the findings and implications of the research
results and findings.

Figure 1.1: Design Research Model (DSR).

1.4 Research Contributions

This thesis focuses on developing, implementing, and evaluating machine learn-
ing methods tailored for detecting anomalies within edge cloud environments,
aligning with the outlined research objectives (ROs) mentioned in Section 1.2.
Paper I contributes to RO1 and RO2 by introducing a sequential modeling
approach for the detection of VSI-DDoS attacks within edge cloud environments.
It employs innovative techniques to model sequential anomaly patterns within
a testbed edge cloud setting. Paper II continues addressing RO1 and RO2 by
introducing a deep ensemble learning approach specifically designed to detect
cross-layer VSI-DDoS attacks in a testbed edge clouds environment.

In Paper III, solutions and future research directions for addressing anomalies
in edge cloud environments are discussed, aligning with RO3. The contribution
of Paper IV lies in proposing a hybrid sequential probabilistic graphical model
for detection of both security and performance anomalies in edge cloud systems,
aligned with RO1 and RO2. Paper V aims to address data and resource
limitations in supervised anomaly detection within edge cloud environments,
aligning with RO1 and RO2. Finally, Paper VI focuses on enhancing resource
optimization techniques for anomaly detection in edge cloud systems, making
further contributions towards the objectives of RO1 and RO2.
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1.5 Thesis Organization

The subsequent chapters in this thesis include Chapter 2 providing an overview of
edge cloud environments, general architecture, and related challenges. Chapter 3
covers essential background and fundamental concepts in anomaly detection.
This chapter explores various machine learning approaches dedicated to anomaly
detection within edge clouds, anomaly resolution strategies for edge clouds,
along with in-depth discussions on anomaly detection considerations in such
environments. Chapter 4 details the experimental setup used for validating
anomaly detection methods in edge clouds, encompassing comprehensive dis-
cussions on evaluation metrics, datasets, and the testbed configuration. This
includes insights into the container orchestration platform and the suite of mi-
croservice benchmarking applications, offering a comprehensive understanding
of the experimental framework utilized for our validation purposes. Chapter 5
provides an in-depth presentation and analysis of the detailed contributions
from each individual paper, while Chapter 6 outlines potential future research
directions, presenting insightful pathways for further investigation within area
of anomaly detection in edge cloud environments.
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Chapter 2

The Emerging Landscape of
Edge Clouds

This chapter provides an overview of edge clouds and their significance in
reshaping conventional approaches to data processing and analysis. Edge clouds
represent a dynamic paradigm shift by bringing computational resources closer to
data sources and end users, overcoming limitations present in centralized cloud
infrastructures. The hierarchical architecture of edge computing facilitates
efficient data processing and analysis at the edge of the network, offering
accelerated processing and reduced latency. Additionally, the decentralized
nature of edge clouds enhances scalability and responsiveness, particularly in
applications requiring real-time data analysis and decision-making.

2.1 Overview of Edge Cloud Environments

Edge clouds represent a dynamic shift in computational paradigms, funda-
mentally changing the conventional approach to data processing and analysis
[Ren+19]. This architecture positions the computational resources closer to
data sources and end users, which effectively circumvents the limitations in-
herent in centralized cloud structures. By leveraging distributed resources at
the edge, edge clouds deliver accelerated data processing, minimizing latency
and bandwidth constraints. The hierarchical structure of edge computing, as
depicted in Figure 2.1, comprises interconnected layers, facilitating efficient data
processing and analysis at the network’s periphery [HAA20]. Moreover, the
decentralized nature of edge clouds reduces the dependency on centralized data
centers, increasing scalability and responsiveness, particularly in applications
demanding real-time data analysis and decision-making [Che+17].
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Figure 2.1: Hierarchy of edge clouds [FBE23a].

2.1.1 Edge Clouds Hierarchy

The architectural design of edge clouds embodies a hierarchical framework, en-
compassing interconnected layers and components that optimize computational
tasks at various levels of the network [HAA20]. These layers include but are
not limited to the edge devices, edge servers, and central data centers. The
edge devices serve as the initial point of contact for data transmission, while
edge servers, strategically positioned at the network’s edge, facilitate localized
data processing and analysis. Central data centers serve as the backbone,
supporting extensive data storage and global synchronization [PM17]. This
hierarchical structure empowers edge clouds to efficiently distribute computing
tasks, ensuring timely responses and scalability.

A fundamental characteristic of edge computing infrastructures lies in their
heterogeneity [Car+21], encompassing a diverse array of devices, ranging from
IoT sensors, mobile devices, and smart appliances to powerful servers and
gateways, each exhibiting varying computational capacities, storage capabilities,
and connectivity options. This diverse environment presents unique challenges,
demanding adaptive solutions to accommodate varying device capabilities while
ensuring seamless interoperability. While adopting edge cloud architectures
offers advantages like reduced latency, enhanced reliability, improved data
privacy, and decreased network loads as a result of data processing proximity,
the decentralized model introduces inherent complexities. Effectively managing
the diverse and decentralized nature of edge environments, ensuring seamless
resource integration, and enhancing security measures to mitigate potential
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vulnerabilities become imperative challenges in this distributed computing
paradigm [Shi+16].

The stratified architecture of edge clouds is instrumental in enhancing scal-
ability and responsiveness, pivotal for meeting the crucial needs of modern
applications. This architecture achieves decentralized distribution of computing
resources and tasks across multiple network layers, alleviating stress on central
infrastructures. It enables rapid scalability and responsiveness of computa-
tional resources, quickly adapting to varying workloads to optimize network
performance and accommodate diverse application requirements. For instance,
autonomous vehicles rely on edge computing for real-time decision-making based
on sensor and camera data [Liu+19]. Smart cities efficiently manage IoT devices
using edge computing, ensuring prompt responses to environmental changes
or emergencies [Kha+20]. Healthcare systems leverage edge computing for
faster diagnostics and personalized treatment recommendations based on local
processing of patient data [HHI22]. Scalability and elasticity are paramount
attributes in edge computing architecture, enabling effective resource scalability
and smooth integration with varying workloads. Scalability helps edge systems
to manage surges in data volumes and user interactions while maintaining
optimal performance. Elasticity ensures resource allocation and deallocation
based on demand, strategically optimizing resource utilization for cost-efficiency
within the edge computing framework.

The distributed nature of edge clouds introduces intricate security chal-
lenges, demanding comprehensive measures to maintain data integrity, system
functionality, and user trust. Security considerations in edge environments
encompass diverse aspects, including authentication protocols, data encryption
mechanisms, intrusion detection systems tailored to the distributed nature of
edge infrastructures, and compliance with privacy regulations and standards
[Xia+19]. With the expanded attack range in distributed edge networks, they
become susceptible to various security threats and vulnerabilities. Thus, secur-
ing edge devices, communication channels, and data transmissions is critical
to protect sensitive information, mitigate potential cyber threats, and ensure
the integrity and confidentiality of data processed at the edge. Robust security
measures, meticulously integrated across all layers of the edge cloud architecture,
are imperative to enhance protection against cyber attacks, maintain user trust,
and preserve privacy standards in edge computing systems.

2.2 Edge Cloud Challenges

The evolution of edge cloud environments introduces a set of challenges that
must be considered to utilize their full potential. This section explores key
challenges faced within the area of edge clouds, mentioning the critical aspects
that demand attention.

• Limited Resources: Edge nodes often come with limited computational
resources. These constraints include restricted processing power, limited
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memory capacity, and constrained storage capabilities [Shi+16]. As a
result, managing applications and workloads on these nodes is challenging,
requiring careful optimization and resource allocation. Developers need
to design applications that can efficiently operate with respect to these
limitations, ensuring optimal performance and responsiveness. Addition-
ally, the scarcity of resources introduces challenges related to scalability.
As the number of edge nodes increases, orchestrating and distributing
workloads across these devices while considering their individual resource
constraints becomes a critical aspect of edge cloud management. Finding
innovative solutions to address these resource limitations is essential for
the successful deployment and operation of edge computing applications.

• Security and Privacy Concerns: The distributed nature of edge
clouds introduces a multitude of security challenges [Xia+19]. Edge
nodes, often dispersed across diverse locations, increase the attack surface,
making them susceptible to various cyber threats. Securing communication
channels between edge nodes and the central infrastructure becomes
paramount to prevent unauthorized access, data breaches, and potential
disruptions [KKS20]. Moreover, handling sensitive data at the edge raises
significant privacy concerns [Zha+18]. Maintaining the right trade-off
between providing personalized and context-aware services while ensuring
the protection of user privacy requires robust encryption, authentication
mechanisms, and adherence to privacy regulations. Addressing security
and privacy concerns is fundamental for having trust in edge computing
systems and encouraging their widespread adoption.

• Orchestration and Management: The orchestration and management
of a vast and diverse array of edge nodes pose substantial challenges in edge
cloud environments [Vañ+23]. Coordinating tasks, deploying software
updates, and ensuring the overall health of the edge infrastructure demand
sophisticated management solutions. The heterogeneity of edge nodes,
each with its unique capabilities and limitations, adds complexity to these
tasks. Efficient orchestration involves dynamically allocating workloads,
optimizing resource utilization, and smoothly integrating edge nodes into
the broader computing ecosystem. Additionally, managing the entire
lifecycle of applications, from deployment to scaling, requires automation
and intelligent decision-making. Developing standardized approaches for
orchestration and management is essential to simplify operations and
facilitate the scalability of edge computing deployments.

• Interoperability and Standards: The diverse landscape of edge com-
puting encompasses a wide range of nodes, platforms, and vendors. Achiev-
ing seamless interoperability between different components is a paramount
challenge [Kor+20]. Without well-defined standards, the integration of
diverse edge nodes into a cohesive and interoperable ecosystem becomes
difficult. Standardization efforts play a crucial role in establishing com-
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mon interfaces, communication protocols, and data formats across the
edge computing landscape. These standards enable developers to create
applications that can run consistently across various edge environments,
encouraging a more collaborative and interoperable ecosystem.

• Energy Efficiency: Energy efficiency is a critical challenge in edge cloud
environments [Jia+20]. Many edge nodes are constrained by limited power
sources. Balancing the need for continuous operation with the necessity
to conserve energy is crucial for sustainable and long-term deployment of
edge computing solutions. Optimizing algorithms, hardware components,
and communication protocols to minimize energy consumption becomes
imperative in addressing this challenge [Che+21]. Furthermore, dynamic
workload variations and fluctuating demand for edge services require
adaptive power management strategies. This involves intelligently scaling
the power usage of edge nodes based on the current workload and available
resources. Additionally, exploring renewable energy sources and designing
energy-efficient hardware architectures [DPP21] are essential steps toward
achieving a more sustainable and environmentally friendly edge computing
infrastructure.
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Chapter 3

Anomaly Detection and
Resolution for Edge Clouds

This chapter is focused on explaining how machine learning is applied in anomaly
detection. It covers various stages of anomaly detection and explores different
machine learning techniques used for this purpose. Additionally, it discusses
specific factors to consider when performing anomaly detection in edge clouds,
clarifying the unique challenges faced in these environments.

3.1 The Role of Machine Learning in Anomaly
Detection

This section explains the crucial role that machine learning plays in anomaly
detection. It explores the fundamental components that form the basis of effec-
tive anomaly detection and then explains specific machine learning techniques
that are applicable for this purpose.

3.1.1 Components of Anomaly Detection

There are several components involved in anomaly detection, as illustrated in
Figure 3.1. These components comprise the input module, responsible for data
acquisition and preprocessing; The anomaly detection module, which detects
anomalies in the data; An evaluation module to assess the anomaly detection
process; Visualization and explainability module for meaningful interpretation,
and real-time monitoring module for tracking of the metrics and data collection.
The detailed description of each component is provided in the following parts.

• Real-time Monitoring: Real-time monitoring module is a crucial step for
observing the target system’s behavior in real-time and collecting data for
future training of the anomaly detection module. This stage ensures that
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Figure 3.1: Different Components involved in anomaly detection.

the system is continuously monitored for any unusual activity, providing
valuable information for improving the anomaly detection process in the
future.

• Input Module: The input module of an anomaly detection system consists
of three fundamental components: raw data, feature extraction, and data
preprocessing. raw data encompasses the initial data inputs obtained
from various sources such as sensors, logs, or databases. feature extraction
[Mut+20] involves identifying and extracting relevant information or
attributes from the raw data, enabling a more refined dataset for analysis.
data preprocessing [GLH15] focuses on refining, cleaning, and transforming
the raw data to address issues like noise, missing values, or inconsistencies,
ensuring the data is suitable for further analysis.

• Anomaly Detection Module: The anomaly detection module stands as
the central component in the anomaly detection process, employing a
variety of techniques, with machine learning methods playing a crucial
role. These machine learning methods fall into categories like supervised,
unsupervised, or semi-supervised, employing algorithms to discern anoma-
lies by recognizing patterns or behaviors learned from the dataset [Al-+21].
Supervised methods learn from labeled data, unsupervised methods detect
anomalies without prior labels, and semi-supervised methods try to utilize
both labeled and unlabeled data to enhance anomaly detection accuracy.

• Evaluation Module: The evaluation module plays a vital role in assessing
the performance of the anomaly detection module. Various metrics can
be examined, depending on the type of anomaly detection employed.
This step is essential for measuring how effectively the system identifies
anomalies and ensuring its overall performance.

• Visualization and Explainability: Visualization and explainability module
is essential for presenting detected anomalies in a human-understandable
format. This module involves creating informative visual representations
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and reports that facilitate meaningful insights into detected anomalies. Ef-
fective visualization aids in understanding complex patterns and anomalies,
supporting decision-making processes and explainability.

3.1.2 Machine Learning Techniques for Anomaly Detec-
tion

The application of machine learning techniques has significantly transformed
anomaly detection, allowing automated model construction based on available
training data. This approach is driven by the accessibility and ease of ac-
quiring training data compared to manual model definition, particularly with
the increasing complexity and diversity of anomalies. Table 3.1 presents the
comparison of machine learning methods for anomaly detection.

Supervised Anomaly Detection

Supervised learning methods [Tiw22] rely on labeled training sets containing
both normal and anomalous samples to construct predictive models. These
models undergo extensive evaluation, considering metrics like precision, recall,
and F1-score to ensure accurate anomaly identification. A substantial challenge
lies in acquiring labeled data, especially for rare or novel anomalies, which might
require sophisticated data collection or synthesis techniques.

• Support Vector Machines (SVM): SVMs [Hos+21; Ma+21] are
effective classifiers that aim to find the hyperplane that best separates
classes by maximizing the space between them. They can handle both
straight and curvy separations using different kernels. Despite their
efficacy, SVMs might encounter computational challenges with larger
datasets, and tuning their hyperparameters, such as the choice of the
kernel function and the regularization parameter, could be crucial for their
performance. They are particularly effective when the boundary between
normal and anomalous instances is well-defined and separable.

• Decision Trees: Decision Trees [Var+21; Dou+23] partition the data
by recursively splitting it based on feature attributes. They are highly
interpretable, enabling easy visualization of decision rules. However, they
tend to overfit when the trees grow too deep, and they might struggle to
capture complex relationships in the data.

• Random Forest: Random Forest [PT17; BS21] is an ensemble learning
method consisting of multiple decision trees. It is resilient to overfitting,
works well with noisy data and anomalies, and provides an estimation of
feature importance. Random Forests can handle high-dimensional data
but may become computationally expensive with a large number of trees
in the forest. They stand out in giving strong and reliable classifications
by combining decisions from multiple trees.
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• K-Nearest Neighbors (K-NN): K-NN [Wan+20a; Yin+21] classifies
data points based on the majority class among their K-nearest neighbors.
It is adaptable to non-standard data types like text or images. However, K-
NN’s performance heavily depends on the choice of the distance metric and
the value of K. Moreover, it can be computationally expensive, particularly
with larger datasets, as it requires calculating distances between the query
point and all training points.

• Logistic Regression: Logistic Regression [Nou+19; Pal19] models the
probability of a binary outcome based on predictor variables. It is inter-
pretable, computationally efficient, and provides insights into the influence
of input features on the output. However, Logistic Regression assumes a
linear relationship between features and outcomes, and it might struggle
with non-linear patterns in the data.

Unsupervised Anomaly Detection

Unsupervised techniques operate without training labeled data, relying on
core assumptions about statistical differences between normal and abnormal
instances. These methods are crucial when labeled data is scarce or when
dealing with novel or evolving anomalies.

• K-Means Clustering: K-Means [GMC20; Gad+22] partitions data into
K clusters based on similarity measures, aiming to minimize intra-cluster
distances. It is efficient and works well with large datasets. However, it is
sensitive to the initial placement of centroids, struggles with non-spherical
clusters, and requires prior knowledge of the number of clusters (K).

• DBSCAN (Density-Based Spatial Clustering of Applications
with Noise): DBSCAN [Pu+20; Wib+21] identifies clusters based on
density in the data space, distinguishing between core points, border points,
and noise. It is capable of identifying arbitrarily shaped clusters, and
does not require specifying the number of clusters beforehand. However,
setting appropriate parameters, such as epsilon and minimum points, can
be challenging.

• Isolation Forest: Isolation Forest [Les+21; Xu+23] isolates anomalies
by randomly partitioning the data space and identifying anomalies in
fewer partitions. It is efficient for large datasets and does not assume
any underlying data distribution. However, it might struggle with multi-
modal data and is not effective in identifying anomalies close to the normal
instances.

• One-Class Support Vector Machines (OCSVM): OCSVM [QWJ21;
LHH23] aims to separate normal instances from anomalies in a hyperspace.
It is suitable for anomaly detection when only normal data is available
for training. However, determining the appropriate kernel and setting
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hyperparameters can be challenging, and OCSVM might struggle with
high-dimensional data.

• Gaussian Mixture Models (GMM): GMM [Cho+23; JD23] represents
the data distribution as a combination of Gaussian distributions. It is
flexible in representing complex data distributions but might struggle with
high-dimensional data and requires setting the number of components.
GMMs are effective when the data exhibits mixed or overlapping clusters.

Deep Learning Models

Deep learning models have emerged as powerful tools that are applicable
in anomaly detection area [LJ23], offering both supervised and unsupervised
approaches to address the complexities of detecting anomalies in diverse datasets.
In supervised scenarios, architectures like Artificial Neural Networks (ANNs)
are common. ANNs [Red+21; Alb+22] are versatile models capable of learning
complex patterns from data through interconnected layers of nodes. They
are highly adaptive and can approximate non-linear functions. However, they
require a large amount of data for training and careful tuning of numerous
hyperparameters, such as the number of layers, neurons per layer, and learning
rates. Overfitting is a common challenge with ANNs, especially in smaller
datasets.

Unsupervised deep learning techniques, such as Autoencoders, provide an
alternative way for anomaly detection, particularly when labeled data is limited
or unavailable. Autoencoders [TMG23; Yun+23] are neural networks designed
to reconstruct input data. They learn a compressed representation of the data
and are effective in capturing complex patterns. However, training autoencoders
requires careful tuning of architecture and regularization techniques to prevent
overfitting and ensure effective representation learning.

3.2 Navigating Anomaly Detection in Edge Clouds

Anomaly detection plays a key role in ensuring the smooth operation of edge
cloud environments. These distributed systems, characterized by decentralized
architecture and close proximity to data sources and end-users, face a range
of potential anomalies that could disrupt their seamless operations. These
anomalies arise from diverse sources, including security threats, hardware mal-
functions, unusual system behaviors, and performance issues [FBE23a]. The
timely identification and resolution of anomalies are crucial steps to prevent
problems, reduce system downtime, and strengthen the resilience of edge-based
systems. This section explains various types of anomalies that may occur in
edge cloud environments followed by a detailed explanation of considerations
for anomaly detection methods specifically designed for edge clouds. Under-
standing the diverse anomalies that can arise in these environments is crucial
for developing effective detection strategies. Then, specific considerations that
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come into play when deploying anomaly detection mechanisms in edge clouds
are explored.

3.2.1 Importance of Anomaly Detection in Edge Clouds

Anomaly detection constitutes the cornerstone of ensuring the reliability, secu-
rity, and operational integrity of infrastructure, applications, and the overall
ecosystem within edge cloud environments, given their dynamic and distributed
nature [FBE23a]. The identification and resolution of anomalies become impera-
tive in such environments, stemming from diverse sources like malicious attacks,
unexpected system behaviors, or hardware malfunctions. Timely detection and
mitigation of anomalies are vital to decrease potential disruptions, minimize
downtime, and enhance the robustness of edge-based systems. Neglecting the
significance of anomaly detection within edge clouds could result in substantial
operational setbacks and system instabilities, compromising the efficiency, func-
tionality, reliability, and performance of crucial applications operating at the
edge, such as those in IoT networks and autonomous systems.

Furthermore, as edge cloud environments evolve and become more essen-
tial to industries, the complexities and sophistication of potential anomalies
also increase. This necessitates continual improvements in anomaly detection
methodologies and tools. Adaptability of detection systems are paramount
to effectively address emerging threats and anomalies in real-time [FBE23a].
Additionally, the collaborative and federated nature of edge cloud environments
presents unique challenges in anomaly detection, where data sources are dis-
persed across various nodes and devices. This necessitates the development of
decentralized anomaly detection models capable of processing and analyzing
data at the network’s edge. As such, the ability to identify and respond to
anomalies within this distributed framework becomes vital for maintaining the
integrity and operational continuity of edge-based systems.

3.2.2 Types of Anomalies in Edge Clouds

There are several types of anomalies in edge cloud environments, and it’s essential
to recognize that they may be related, with one type potentially resulting in
another. Among these anomalies, certain ones hold particular significance due
to their potential impact on the operational stability of edge clouds. The most
crucial anomalies include:

• Security Threats: Among the most prevalent threats to edge cloud
environments are security threats, ranging from Distributed Denial of
Service (DDoS) attacks to malware injections. A particularly significant
threat is the Very Short Intermittent DDoS (VSI-DDoS) attack [FBE21;
FBE22]. This type of low-rate DDoS attack exhibits a specific behavior
illustrated in Figure 3.2. Unlike conventional DDoS attacks, VSI-DDoS
involves several highly-synchronized attacker nodes (bots), denoted as
n1, n2, ..., nk, sending bursts of requests to the server within a very short
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time frame (a few milliseconds), denoted α. Subsequently, the attackers
remain idle for a small interval (a few seconds), represented by ∆, and
iterate this process to reduce users’ Quality of Service (QoS). Consequently,
the rate of packet drop related to legitimate users increases. TCP interprets
this packet drop as server-side congestion, triggering its congestion control
mechanism to retransmit lost packets at a slower rate. This leads to an
increased average response time for legitimate users, ultimately resulting
in the degradation of QoS, which aligns with the attackers’ main goal.
Notably, the monitored metrics of the system during a VSI-DDoS attack
remain almost similar to normal periods. Such malicious activities pose
severe risks to the availability, reliability, and security of edge computing
systems. Anomaly detection stands as the frontline defense against such
attacks, empowering proactive measures to promptly detect and mitigate
these threats.

• Performance Issues: Identifying and addressing performance anomalies
in edge clouds is essential for ensuring optimal system responsiveness,
minimizing disruptions, and strengthen the overall operational stability
of these decentralized computing architectures. Furthermore, unusual
system behaviors arising from diverse factors such as software bugs or
unexpected user interactions, can trigger anomalies in edge cloud systems
[RK22]. For instance, software glitches or coding errors may lead to
abnormal system behaviors, causing disruptions in data processing or
task execution. Unexpected user interactions, such as abnormal input
patterns or unauthorized access attempts, can also contribute to anomalous
activities within edge cloud environments. Detecting and addressing such
anomalies are crucial to maintaining system integrity and ensuring seamless
operations.

• Hardware Malfunctions: This type of anomalies present a critical
challenge in edge cloud environments. Nodes might experience failures,
resource constraints, or performance degradation due to hardware issues
[Erh+21]. For example nodes within these environments may encounter
failures such as sudden power outages, memory module malfunctions,
or disk drive failures. Anomaly detection mechanisms are essential in
quick identification of these issues, enabling proactive actions such as
resource reallocation, to mitigate potential system instabilities. Moreover,
performance anomaly issues on edge clouds can significantly impact the
efficiency and reliability of these environments. The dynamic nature of
edge clouds, with decentralized computing resources distributed across
various nodes, introduces challenges in maintaining consistent performance.
Fluctuations in network conditions, varying workloads, and resource
constraints can lead to anomalies, causing delays, latency, or sub-optimal
execution of tasks.
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Figure 3.2: Characteristics of a VSI-DDoS attack [FBE22]. The parameter α
represents the burst interval, β indicates the number of requests, and ∆ stands
for an idle interval. Additionally, tsi and tei denote the start and end of the ith

burst, respectively.

3.2.3 Anomaly Detection Challenges in Edge Clouds

The dynamic nature of edge cloud environments, marked by their distributed
architecture and diverse applications, poses challenges for anomaly detection
mechanisms [FBE23a]. These mechanisms need to adapt to the constantly
evolving environment, accommodating diverse data sources, heterogeneous
devices, and variable workloads. Anomaly detection in edge cloud environments
presents a number of challenges, as shown in Table 3.2 rooted in the unique
characteristics and constraints inherent in these decentralized systems. One
primary challenge revolves around the inherent diversity of edge devices and
the heterogeneity of data generated by these devices [Car+21]. Edge networks
encompass a wide range of devices with varying computational capabilities,
communication protocols, and data formats. This heterogeneity complicates the
design and deployment of anomaly detection algorithms, demanding adaptability
and the ability to handle diverse data types and processing capabilities.

Moreover, the limited resources of edge devices pose a significant challenge for
anomaly detection. These devices often operate with restricted computational
power, memory, and energy resources [PM17]. Implementing complex anomaly
detection algorithms on such resource-constrained devices becomes a difficult
task, requiring lightweight and efficient algorithms that balance accuracy and
computational demand. Achieving a balance between detection accuracy and
resource utilization is crucial in edge environments where optimizing resource
consumption is essential.

Another critical consideration for anomaly detection in edge clouds is the
dynamic and evolving nature of edge environments [Shi+16]. These networks
undergo frequent changes in device connectivity, mobility, and network topol-
ogy, introducing inherent instability and network fluctuations. Such dynamic
changes pose challenges in adapting anomaly detection mechanisms to account
for these dynamic variations and ensuring their robustness against transient
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Table 3.2: Challenges for anomaly detection in edge cloud environments.
Challenges Description Addressing Strategies
Data Heterogeneity Diverse devices, varied

data formats
Adaptable algorithms, data standardiza-
tion

Resource Constraints Limited resources, compu-
tational power

Lightweight algorithms

Dynamic Network Behavior Fluctuations in network
topology

Continuous learning models, dynamic
thresholding

Data Management Large volume, efficient pro-
cessing

Edge-based preprocessing, localized de-
tection

network behaviors. Furthermore, the distributed and decentralized nature of
edge environments poses data management challenges. Data generated at the
edge needs to be efficiently aggregated, processed, and transmitted for anomaly
detection. However, due to the high volume of data generated by edge devices
and the distributed nature of edge networks, transmitting all raw data to cen-
tralized servers for analysis is impractical and causes significant communication
overhead. Implementing efficient data preprocessing, feature extraction, and
aggregation techniques at the edge is crucial to reduce data transmission and
enable localized anomaly detection without compromising accuracy.

In conclusion, anomaly detection in edge cloud environments presents multi-
faceted challenges, including data heterogeneity, resource constraints, dynamic
network behavior, and efficient data management. Addressing these challenges
requires specific solutions that account for the unique characteristics of edge
environments while ensuring effective anomaly detection without overwhelming
resource limitations. Overcoming these challenges is vital in designing robust
and efficient anomaly detection systems capable of enhancing the reliability and
security of edge cloud infrastructures.

3.3 Anomaly Detection Methods for Edge Clouds

As it is mentioned before, one of the main aspect of securing edge cloud envi-
ronments involves the deployment of anomaly detection methods. This section
provides an exploration of advanced recent techniques specifically designed for
anomaly detection within edge clouds. Each approach is carefully examined,
highlighting its unique strengths and applications in addressing the dynamic
challenges posed by edge cloud architectures.

• LSTM with Attention Layer Approach: This approach employs a
sequence modeling approach to address the VSI-DDoS detection problem
[FBE21]. The LSTM network is utilized to learn from historical occur-
rences before each instance, and sliding window features are exploited
to capture patterns related to VSI-DDoS attacks. Additionally, a local
attention layer is introduced to enhance the model’s ability to discern
patterns occurring intermittently in very short intervals during VSI-DDoS
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attacks. The advantages and disadvantages [FBE21] of this approach are
as follows:

Advantages:

– Effective Sequence Modeling : The LSTM with attention layer acts
effectively in capturing temporal dependencies and patterns in se-
quential data, making it suitable for VSI-DDoS detection challenges.

– Improved Detection Accuracy : This method demonstrates superior
detection accuracy compared to state-of-the-art methods, showcas-
ing its effectiveness in identifying VSI-DDoS attacks in edge cloud
environments.

Disadvantages:

– Increased Training and Testing Time: The addition of the attention
layer introduces more parameters to optimize, leading to a slight
increase in training and testing time compared to standalone LSTM
models. This is due to the added complexity of optimizing the
attention mechanism.

– Parameter Optimization Overhead : The attention layer increases the
complexity of the overall model, requiring careful parameter tuning.

• Deep Ensemble of Sequential Models Approach: This approach
addresses the challenge of VSI-DDoS attacks targeting different levels
of the edge cloud system simultaneously, making the attacks harder to
detect [FBE22]. This method utilizes a combined deep and ensemble
learning approach along with a novel training algorithm. Additionally, it
leverages a novel chunking algorithm that enhances model performance by
considering overlapped chunks based on an overlap ratio. The advantages
and disadvantages [FBE22] of this approach are as follows:

Advantages:

– Cross-Layer Detection: This method is able to detect VSI-DDoS
attacks across different levels of the edge cloud system, providing a
comprehensive detection mechanism against cross-layer VSI-DDoS
attacks.

– Superior Performance: This method outperforms state-of-the-art
solo and ensemble baseline models, demonstrating its effectiveness in
achieving high detection accuracy for cross-layer VSI-DDoS attacks.

– Time Efficiency : Time analysis reveals that DELA is less time-
intensive compared to ensemble baseline models, offering an efficient
solution for timely VSI-DDoS detection in edge cloud environments.

Disadvantages:
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– Complexity and Training Algorithm Overhead : The combined deep
and ensemble learning approach, along with the novel training algo-
rithm, introduces additional complexity to this method. While this
complexity enhances performance, it requires careful consideration
during the training phase, potentially increasing overhead.

– Dependency on Chunking Algorithm: The effectiveness of DELA
is dependent on the proposed chunking algorithm. If not properly
tuned, the model’s performance may be sensitive to variations in the
overlap ratio, requiring careful parameter optimization.

• Reinforced Transformer Learning Approach: Reinforced trans-
former learning-based approach [Bhu+22] is applicable for detecting VSI-
DDoS attacks and degradation of users’ Quality of Service and experience
in edge clouds. The integration of transformer and deep reinforcement
learning enhances the model’s effectiveness by using an encoding layer
for compact feature representation of raw data. The advantages and
disadvantages [Bhu+22] of this approach are as follows:

Advantages:

– Dynamic Attack Behavior : This approach adopts dynamic attack
behavior, allowing it to adapt to evolving attack patterns and improve
detection accuracy over time.

– Learning Stability : Leveraging deep reinforcement learning, the model
learns stability in decision-making, contributing to consistent and
reliable performance.

– Multihead Attention for Context Analysis: The multihead attention
mechanism of transformer-based models facilitates contextual infor-
mation analysis in time-series data, enhancing the model’s attack
detection capability.

Disadvantages:

– Increased Model Complexity : The integration of transformer and
deep reinforcement learning introduces increased model complexity,
which may pose challenges in terms of interpretability.

– Dependency on Dynamic Attack Behavior : While dynamic attack
behavior is an advantage, it also introduces a level of dependency,
requiring continuous optimization to adapt to evolving attack strate-
gies.

– Resource Intensive Training: The model’s training process may be
resource-intensive due to the complexity of transformer-based archi-
tectures, potentially demanding substantial computational resources.

• Robust Meta-reinforced Learning Approach: Robust meta-reinforced
learning approach [VMB22] is specifically designed to detect VSI-DDoS
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attacks in Edge Clouds. The primary goal of this approach is to ad-
dress the robustness issue observed in many learning approaches when
detecting VSI-DDoS attacks, where these models may exhibit sub-optimal
performance when deployed in environments different from their training
environment, a challenge known as the covariate shift problem. The
advantages and disadvantages [VMB22] of this approach are as follows:

Advantages:

– Robust Across Different Environments : This approach demonstrates
robustness across diverse settings, such as various scenarios and
environments. This ability to stably detect abnormal patterns in
different environments contributes to its effectiveness in real-world
deployment scenarios.

– Stable Performance in Online and Offline Evaluations: This ap-
proach exhibits stable performance in both online and offline eval-
uations, ensuring consistent and reliable detection of VSI-DDoS
attacks.

– Addressing Covariate Shift Problem: This approach effectively ad-
dresses the covariate shift problem, making it suitable for deployment
in environments beyond its training domain.

Disadvantages:

– Model Complexity : The meta-reinforced learning approach, while
providing robustness, may introduce increased model complexity,
potentially impacting interpretability and resource requirements.

– Training Overhead : The model may cause training overhead to
adapt to different environments, requiring sufficient computational
resources for effective deployment.

– Dependency on Historical Data: This approach’s stability and evolu-
tion over time depend on the availability of diverse and representative
historical data for training.

• Hybrid Sequential Probabilistic Graphical Model Approach:
Due to the inherent characteristics of edge cloud resources, susceptibility
to both performance and security anomalies is prevalent. Identifying
the types of anomalies becomes crucial for effective mitigation. This
approach [FBE23b] utilizes a hybrid sequential Probabilistic Graphical
Model (PGM) incorporating GRU/LSTM layers and Conditional Random
Field (CRF) to address unified detection of both security threats and
performance issues in edge clouds. The advantages and disadvantages
[FBE23a] of this approach are as follows:

Advantages:
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– Unified Detection of Anomalies: This approach has superior perfor-
mance in unified identification of security and performance anomalies,
offering a comprehensive approach to anomaly detection in edge cloud
environments.

– Historical Information Utilization: This approach leverages the his-
torical information in data by utilizing GRU/LSTM as initial layers,
enabling better understanding and contextualization of anomalies.

– Relationship Extraction with CRF : The use of CRF as the model’s
final layer allows for the extraction of relationships between for-
mer predictions, enhancing the decision-making process for anomaly
identification.

Disadvantages:

– Model Complexity : The hybrid model introduces added complex-
ity, requiring careful consideration of computational resources for
practical deployment.

– Training Overhead : Training the model, which is an offline task, may
involve overhead due to the sequential and probabilistic components,
demanding computational resources and time.

In conclusion, this section provides an in-depth exploration of anomaly
detection approaches tailored for the edge cloud environments. The highlighted
methods showcase diverse strengths in addressing the challenges posed by edge
cloud architectures. The methods discussed here provide good insights into
the evolving area of anomaly detection, contributing to the ongoing effort to
strengthen the resilience of edge cloud environments.

3.4 Anomaly Resolution Strategies for Edge Clouds

Following the detection of anomalies within edge clouds, implementing effective
resolution strategies is crucial to restore normal situation, mitigate the impact
of anomalies, and ensure the smooth operation of edge cloud infrastructures.
The section outlines several common resolution strategies:

• Reactive anomaly handling: This strategy focuses on an immediate re-
sponse to anomalies by triggering automated actions or alerting system
administrators [ERM18]. For instance, when anomalies are detected,
affected components or services can be promptly restarted or reconfigured
to restore normal operation.

• Resource reallocation: Anomalies in edge cloud environments may indicate
resource imbalances or bottlenecks. In such cases, resource reallocation
strategies [Li+19] can be applied to optimize resource utilization and mit-
igate the impact of anomalies. This may involve redistributing computing
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resources, storage capacity, or network bandwidth based on the detected
anomalies.

• Dynamic workload adjustment: Anomalies may arise due to unexpected
spikes or fluctuations in workload. Dynamic workload adjustment strate-
gies [SKT21] can automatically scale resources up or down to match the
demand. This can involve horizontal scaling by adding or removing edge
cloud instances or vertical scaling by adjusting the resource allocation of
existing instances.

• Fault tolerance and redundancy: Anomalies can sometimes result from
failures or disruptions in the edge cloud infrastructure. Employing fault
tolerance mechanisms [JSW17], such as data replication, load balancing,
or backup systems, can help mitigate the impact of anomalies and ensure
the high availability of services.

• Automated recovery and healing: Anomalies can trigger automated recov-
ery and healing mechanisms [Li+21] to restore the system to a normal
state. These mechanisms may include configuration management tools
that automatically correct misconfigurations or repair faulty components.

• Predictive analytics and proactive measures: To anticipate and prevent
future anomalies, predictive analytics techniques [Ban21] can be employed.
By analyzing historical data and patterns, proactive measures can be taken,
such as predictive resource allocation, anomaly forecasting, or preventive
maintenance, to minimize the occurrence and impact of anomalies.

• Security measures: Anomalies can also be indicators of security breaches or
attacks on the edge cloud infrastructure. In such cases, security measures
[Cop+17] such as intrusion detection systems, firewalls, access controls,
or encryption mechanisms can be implemented to mitigate the security
risks associated with the anomalies.

In conclusion, the selection and combination of resolution strategies will
depend on the specific nature of the detected anomalies, the edge cloud envi-
ronment, and the desired system requirements.
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Chapter 4

Evaluation Strategies

This chapter focuses on evaluation of anomaly detection methods in edge cloud
environments. Initially, it discusses the evaluation metrics used to measure the
performance of proposed anomaly detection systems, utilizing various datasets
for a thorough evaluation. Subsequently, it provides detailed insights into the
experimental testbed setup, explaining the environment where the proposed
methods undergo testbed testing.

4.1 Evaluation Metrics and Datasets

To assess the performance of anomaly detection methods in edge cloud envi-
ronments, this section discusses commonly used evaluation metrics for edge
cloud anomaly detection and highlights relevant datasets for benchmarking and
validation purposes.

4.1.1 Evaluation Metrics

Evaluation metrics provide quantitative measures to assess the performance
of anomaly detection methods. In the context of edge clouds, these metrics
serve as essential tools for evaluating the effectiveness and efficiency of anomaly
detection techniques. Commonly used metrics include:

• Detection Accuracy1: Measures an algorithm’s ability to correctly
identify anomalies. It is computed as the ratio of correctly detected
anomalies to the total number of anomalies in the dataset:

Accuracy =
Number of correctly detected anomalies

Total number of anomalies in the dataset

While accuracy offers objective evaluation and aids in performance bench-
marking, it might be impacted by imbalanced datasets, where anomalies
are scarce.

1https://en.wikipedia.org/wiki/Accuracy and precision
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• False Positive Rate2: Evaluates an algorithm’s tendency to falsely label
normal instances as anomalies. It is crucial in scenarios where false alarms
can be costly or disruptive. The False Positive Rate (FPR) is calculated
as:

FPR =
Number of false positive instances

Total number of actual negative instances

Lower false positive rates are generally desired in anomaly detection
systems.

• Precision3: Measures the accuracy of positive predictions, indicating the
proportion of correctly identified anomalies out of all detected anomalies.
It is calculated as:

Precision =
True Positives

True Positives + False Positives

Precision highlights the system’s ability to avoid false alarms by computing
the ratio of true positives to the total predicted positives.

• Recall4 (Sensitivity): Evaluates the system’s ability to detect anomalies
correctly, measuring the ratio of true positives to the total number of
actual positives. It is calculated as:

Recall =
True Positives

True Positives + False Negatives

Recall provides insights into the system’s sensitivity in identifying all
anomalies in the dataset.

• F1-Score5: Represents the harmonic mean of precision and recall, bal-
ancing the trade-off between these metrics. It is calculated as:

F1-Score = 2× Precision× Recall

Precision + Recall

F1-Score provides a comprehensive understanding of the anomaly detec-
tion system’s performance by considering both false positives and false
negatives.

• Area Under the Receiver Operating Characteristic Curve6 (AUC-
ROC): In supervised learning-based anomaly detection, various additional
metrics contribute to assessing model performance. These include the
confusion matrix, AUC-ROC, and precision-recall curve. The AUC-ROC
metric evaluates the performance of a binary classification model across

2https://en.wikipedia.org/wiki/False positive rate
3https://en.wikipedia.org/wiki/Precision and recall
4https://en.wikipedia.org/wiki/Precision and recall
5https://en.wikipedia.org/wiki/F-score
6https://www.analyticsvidhya.com/blog/2020/06/auc-roc-curve-machine-learning/
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different discrimination thresholds. It quantifies the model’s ability to
distinguish between normal and anomalous instances, illustrating the
trade-off between true positive rate (sensitivity) and false positive rate
(1-specificity). A higher AUC-ROC value (closer to 1) indicates superior
discrimination capability and better separation of classes. This metric
provides a comprehensive view of the model’s classification performance
and is particularly useful for evaluating anomaly detection models.

• Silhouette Score7: Measures the cohesion and separation between
clusters by computing the mean intra-cluster distance and the mean
nearest-cluster distance for each sample. It ranges from -1 to 1; higher
values indicate better-defined clusters. A score close to 1 suggests that
samples are well-clustered, while values near -1 indicate incorrect clustering.
The Silhouette Score formula is given by:

Silhouette Score =
1

N

N∑

i=1

bi − ai
max(ai, bi)

Where N is the number of samples, ai is the mean intra-cluster distance
for sample i, bi is the mean nearest-cluster distance for sample i.

• Davies-Bouldin Index8 (DBI): Evaluates the clustering quality by
computing the average similarity between each cluster and its most similar
cluster, considering both intra-cluster and inter-cluster distances. Lower
values of this index (close to zero) indicate better clustering; a smaller
index denotes more distinct clusters. The DBI is given by:

DBI =
1

n

n∑

i=1

max
j ̸=i

(
avg intra distancei + avg intra distancej

inter distanceij

)

• Adjusted Mutual Information9 (AMI): Measures the agreement
between two clusterings while considering the probability of chance agree-
ment. Higher AMI values denote better agreement between two clusterings,
ranging from 0 (no agreement) to 1 (perfect agreement).

The Adjusted Mutual Information is calculated using the following formula:

AMI =
MI − E(MI)

max(H(U), H(V ))− E(MI)

Where, MI is the Mutual Information, E(MI) stands for the Expected
Mutual Information under independence, and H(U) and H(V) represent
the entropies of the two clustering sets.

7https://en.wikipedia.org/wiki/Silhouette (clustering)
8https://en.wikipedia.org/wiki/Davies%E2%80%93Bouldin index
9https://en.wikipedia.org/wiki/Adjusted mutual information
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• Detection and Training Time10: Detection time refers to the duration
taken by an algorithm to identify anomalies in a dataset, while training
time represents the time required to train the anomaly detection model.
These time-based metrics, specially the time of detection which is an
online task, are crucial in real-time applications, where timely detection
is essential.

These evaluation metrics provide a multifaceted analysis of anomaly detection
systems in edge cloud environments, helping in comparative assessments and
algorithm selection.

4.1.2 Datasets

In evaluating anomaly detection methods for edge cloud environments, the
presence of datasets reflecting the complexities of these settings is crucial. The
existing datasets for evaluation are categorized in two different types as follows:

• Testbed Datasets: Although there are scarcity of available datasets
specifically collected for edge cloud anomaly detection, some works have
initiated the creation of practical datasets for evaluating these techniques
[FBE21; FBE22]. For instance, Forough et al. [FBE21] collected an edge
clouds dataset focused on the challenges of application-layer Very Short
Intermittent DDoS (VSI-DDoS) attacks, which represent a relatively
recent type of low-rate DDoS attacks. Additionally, in another work,
Forough et al. [FBE22] collected a comprehensive dataset highlighting
cross-layer VSI-DDoS attacks specifically targeting edge clouds. These
datasets present a comprehensive view, monitoring diverse infrastructure
layers including application, virtualization, and physical layers. The
datasets encapsulate information like network traffic patterns, the status
of deployed applications, and metrics related to the user’s Quality of
Service (QoS) in testbed edge cloud deployments.

• Benchmark Datasets: Beyond datasets tailored explicitly for edge
cloud environments, there are also several existing datasets from related
domains [MS15; Tav+09; Sha+19; Shi+12; CKK21], such as network
intrusion detection or cybersecurity. Although these datasets may not
be spesificly collected for edge cloud scenarios, they share commonalities
like the presence of anomalies and the imperative for real-time anomaly
detection. However, it is crucial to carefully consider potential domain
shifts and differences in data distributions when adapting these datasets
for anomaly detection in edge clouds.

Table 4.1 provides comprehensive details regarding various datasets com-
monly employed for evaluating anomaly detection methods in edge cloud envi-

10https://www.xilinx.com/applications/ai-inference/difference-between-deep-learning-
training-and-inference.html
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ronments. This information includes critical dataset aspects such as the number
of instances, anomalies, types of anomalies present, and the number of features.

4.2 Testbed Setup

This section details the creation of a testbed setup in general, as illustrated in
Figure 4.1, for anomaly detection on edge clouds using various components and
technologies.

Figure 4.1: A general testbed setup for anomaly detection on edge clouds. Si

stands for ith Service withing the benchmark microservices application, and
ESi stands for i

th edge server.

4.2.1 Container Orchestration Platform

Container orchestration platforms are essential in the deployment and manage-
ment of containerized microservice applications, which is important in develop-
ment of testbed setup for anomaly detection within edge cloud environments.
Among the most widely used platforms, Kubernetes and Docker Swarm stand
out as common tools facilitating efficient container management.

Kubernetes11: Known for its advanced capabilities in automating the
deployment, scaling, and management of containerized applications, Kubernetes
provides a sophisticated platform for deploying microservices applications in
edge clouds. Its architecture allows for seamless allocation and management
of containers across different edge nodes. Kubernetes follows a master-worker
configuration, where the master node supervises cluster operations, and multiple
worker nodes carry out assigned tasks. This distributed structure ensures high

11https://kubernetes.io/
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availability, fault tolerance, and scalability, aligning well with the dynamic
nature of edge environments.

Docker Swarm12: As an integrated clustering and scheduling tool, Docker
Swarm provides a user-friendly interface for deploying containerized applications
across edge nodes. Unlike Kubernetes, Docker Swarm follows a simpler setup,
leveraging the Docker engine for container orchestration. Its simplicity in
configuration and management makes it an interesting option for smaller edge
cloud setups.

Role in Testbed Setup: Container orchestration platforms like Kubernetes
and Docker Swarm hold significant importance in deploying benchmark web-
based microservice applications. These platforms are instrumental not only
in creating testbeds for evaluating anomaly detection methods but also in
deploying and managing benchmark microservice architectures. By reducing
the complexities related to deployment, scalability, and resource management,
Kubernetes and Docker Swarm enable the smooth deployment of web-based
microservices designed for benchmarking anomaly detection methods.

These platforms offer features like service discovery, load balancing, and
self-healing mechanisms that are essential in maintaining the reliability and
scalability of benchmarking environments. Especially in the context of anomaly
detection, deploying benchmark web-based microservices aids in thorough test-
ing and validation of anomaly detection methodologies. The inherent capabilities
of container orchestration platforms facilitate the creation of realistic test envi-
ronments that accurately reflect edge cloud scenarios, ensuring comprehensive
evaluations of anomaly detection methods and enabling efficient comparisons
between different detection techniques.

4.2.2 Benchmarking Microservice Applications

Benchmarking microservice applications serves as a critical aspect of evaluating
performance, identifying improvement areas, and validating anomaly detection
methods. This section focuses on open-source, containerized microservice
benchmarks specifically desigend for web-serving use cases, comprising a number
of microservices. These benchmark tools were primarily developed to offer hands-
on experience with cloud-native platforms, typically showcasing computationally
straightforward applications, often linked to e-commerce scenarios.

Examples of such benchmarks include TrainTicket [Zho+18; Zho+22], Sock-
Shop [Wea22], OnlineBoutique [Goo23], and DeathStarBenchHotelReservation
[Gan+19; Gan22]. Some benchmarks possess basic topologies with a few
microservices like Bookinfo, CloudSuite [Fer+12; PSF16; Fer+24], TeaStore
[Von+18; Uni24], JPetStore [JA19], PetClinic [Spr24], AcmeAir [24a], Spring-
CloudDemo [24d], and BiFrost [24b].

Several benchmarks enable experimentation with various architectures, such
as DeathStarBench, µSuite [SW18; 24c], and CloudSuite. Notably, TrainTicket

12https://docs.docker.com/engine/swarm/
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and DeathStarBench allow for the evaluation of performance impact on a larger
scale. However, it is important to note that these benchmarks are built with
fixed architectural designs, causing challenges for customization.

Moreover, a recent addition to existing tools is the open-source HydraGen
[Sal+23], a benchmark generator specifically designed for microservices. Hy-
draGen facilitates the creation of customizable microservice-based applications
tailored for web-serving use cases. It can be used to conduct comprehensive
experimental evaluations, assessing factors like application topologies, compu-
tational and inter-service complexities that impact on cloud-native resource
management mechanisms. This tool enables in-depth investigations into opti-
mizing and enhancing cloud-native systems.

4.2.3 Anomaly Injection and Normal Load Generator

To evaluate the anomaly detection mechanisms within the testbed, an Anomaly
Injector and Normal Load Generator modules are introduced. This part outlines
the tools that can be employed for both anomaly injection and normal load
generation as follows:

Anomaly Injection Tools:

• Apache Benchmark13 (ab): Apache Benchmark is a versatile command-
line tool designed for benchmarking and stress testing web servers. It can
be utilized to inject anomalies by simulating various types of HTTP re-
quests and analyzing the server’s response under different load conditions.

• stress-ng14: stress-ng is a stress-testing tool that systematically exercises
different components of a system. It can be employed for anomaly injec-
tion by introducing stress on the CPU, memory, I/O, and other system
resources, providing a comprehensive tool for generating performance type
of anomalies.

• slowhttptest15: slowhttptest is specifically designed to test the handling of
slow HTTP attacks. By simulating slow client connections and slowloris-
type attacks, this tool enables the injection of anomalies related to pro-
longed request-response times. It aids in generating anomalies for assessing
how well the system deals with slow and resource-intensive HTTP requests.

Normal Load Generation Tools

• Locust16: Locust is an open-source load testing tool that allows for the
creation of scalable user scenarios. It can be employed as a normal

13https://httpd.apache.org/docs/2.4/programs/ab.html
14https://wiki.ubuntu.com/Kernel/Reference/stress-ng
15https://www.kali.org/tools/slowhttptest/
16https://locust.io/
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load generator, simulating realistic user interactions with the system.
Locust’s flexibility and ease of use make it suitable for exploring scenarios
that mimic typical user behaviors, aiding in the evaluation of system
performance under normal conditions.

• Other Load Generation Tools: In addition to Locust, various other load
generation tools can be considered based on specific testing requirements.
These may include tools like Apache JMeter17, Gatling18, and Siege19,
each offering unique features for generating controlled and reproducible
loads on the system.

The combination of these anomaly injection and normal load generation
tools provides a comprehensive framework for assessing the effectiveness and
resilience of the anomaly detection mechanisms within the testbed. Through
controlled injection of anomalies and realistic generation of normal user loads,
the subsystem facilitates a thorough evaluation of the system’s performance
under diverse conditions.

4.2.4 Monitoring Module

The Monitoring Module within the testbed setup is incorporated to serve in
anomaly detection process within edge cloud environments by integrating various
monitoring technologies. These technologies are crucial in providing a compre-
hensive understanding of the system’s behavior, aiding in the identification of
anomalies in edge cloud environments.

Prometheus20, an open-source monitoring and alerting toolkit renowned for
its scalability and reliability, can be employed for real-time monitoring, offering
the flexibility to extract and analyze an array of metrics related to the deployed
container-based microservice application. Through the utilization of customized
dashboards and queries, crucial information such as response times, error rates,
and resource utilization can be collected, enriching the information needed for
anomaly detection within edge cloud environments.

Complementing Prometheus, Grafana21 can be incorporated for advanced
visualization of the monitored metrics. Grafana provides dynamic and inter-
active dashboards, offering a user-friendly interface to interpret complex data
trends. By integrating Grafana, the module enhances the monitoring experi-
ence, providing clear insights into the performance of the system in edge cloud
environments. Adding an extra layer of insight, Docker monitoring commands22

can be employed to capture key metrics at the container level. This includes
monitoring CPU usage, memory consumption, and network statistics. The

17https://jmeter.apache.org/
18https://gatling.io/
19https://github.com/JoeDog/siege
20https://prometheus.io/
21https://grafana.com/
22https://docs.docker.com/engine/reference/commandline/container stats/
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granularity provided by Docker monitoring allows for enriching the anomaly
detection process. Focusing on the orchestration layer, the module employs
Kubernetes monitoring mechanisms 23 to track the health and performance
of pods. Kubernetes, as a container orchestration platform, provides native
tools to monitor the state and resource utilization of pods, the smallest deploy-
able units in the Kubernetes environment. Monitoring at this level ensures a
detailed examination of the performance within individual pods. Expanding
beyond the orchestration layer, the Monitoring Module extends its capabilities
to the physical layer of the edge servers. This involves the collection of metrics
related to server health, resource usage, and network latency. By monitoring
the physical layer, the module gains a broader perspective.

By integrating these monitoring technologies, the testbed setup establishes
a flexible framework that can be effectively utilized for anomaly detection in
edge clouds. The diverse set of monitoring tools not only improves anomaly
detection capabilities but also encourages a comprehensive understanding of
the edge cloud ecosystem.

23https://kubernetes.io/docs/tasks/debug/debug-cluster/resource-usage-monitoring/
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Chapter 5

Summary of Contributions

5.1 Paper I

J. Forough, M. Bhuyan, and E. Elmroth. Detection of VSI-DDoS Attacks
on the Edge: A Sequential Modeling Approach. In Proceedings of the 16th
International Conference on Availability, Reliability and Security (ARES), pp.
1-10, 2021.

5.1.1 Paper Contributions

This paper introduces a novel approach to address security concerns in edge cloud
environments, particularly focusing on detection of Very Short Intermittent
Distributed Denial of Service (VSI-DDoS) attacks. By leveraging Long Short-
Term Memory (LSTM) with local attention, the study proposes a sequence
modeling technique designed for identify short intermittent bursts of DDoS
attacks. This method diverges from traditional approaches by prioritizing crucial
patterns in sequence data rather than relying solely on historical information.
The key contribution lies in presenting an innovative solution that improves the
detection of VSI-DDoS attacks in edge cloud scenarios. This study confirms
that the proposed LSTM-based method effectively identifies VSI-DDoS attacks
in edge cloud environment. It emphasizes the improved detection capability
and how this model could enhance security for edge computing.

5.2 Paper II

J. Forough, M. Bhuyan, and E. Elmroth. DELA: A Deep Ensemble Learning
Approach for Cross-layer VSI-DDoS Detection on the Edge. In Proceedings
of the 42nd IEEE International Conference on Distributed Computing Systems
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(ICDCS), pp. 1155-1165, 2022.

5.2.1 Paper Contributions

This paper presents an innovative Deep Ensemble Learning Approach (DELA)
tailored specifically for identifying cross-layer Very Short Intermittent DDoS
(VSI-DDoS) attacks in edge cloud environments. To address the problem of
cross-layer VSI-DDoS attacks on web applications, DELA leverages an ensemble
learning strategy coupled with Long Short-Term Memory (LSTM) networks
and a unique voting mechanism using Feed-Forward Neural Network (FFNN).
Notably, the approach incorporates historical data into the decision-making
process and employs a neural network-based aggregator, enhancing adaptabil-
ity compared to traditional static threshold-based aggregations. Additionally,
the proposal introduces an innovative overlapped data chunking algorithm
that significantly improves detection performance, offering a robust detection
mechanism for such sophisticated attacks. This paper shows DELA’s supe-
rior performance through comprehensive evaluations on various testbed and
benchmark datasets, demonstrating high improvements in detection accuracy
compared to existing state-of-the-art methods.

5.3 Paper III

J. Forough, M. Bhuyan, and E. Elmroth. Anomaly Detection and Resolution
on the Edge: Solutions and Future Directions. In Proceedings of the IEEE
International Conference on Service-Oriented System Engineering (SOSE), pp.
227-238, 2023.

5.3.1 Paper Contributions

This survey paper explores the anomaly detection and resolution strategies
designed explicitly for edge cloud environments. Offering a comprehensive
overview, it examines the strengths, limitations, and contextual applicability of
these strategies across diverse contexts. In evaluating the distinct challenges
inherent to edge cloud systems, this paper provides an extensive analysis of
related works and tools, providing an insightful exploration into this specialized
domain. By investigating the metrics and datasets employed in various studies,
it provides precious insights for evaluating the effectiveness and performance of
anomaly detection and resolution techniques within edge clouds. This survey
concludes by identifying open challenges, mapping future research directions,
and providing recommendations.
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5.4 Paper IV

J. Forough, M. Bhuyan, and E. Elmroth. Unified Identification of Anomalies
on the Edge: A Hybrid Sequential PGM Approach. In Proceedings of the 22nd
IEEE International Conference on Trust, Security and Privacy in Computing
and Communications (TrustCom), 2023.

5.4.1 Paper Contributions

This paper contributes by filling a crucial gap in edge cloud anomaly detec-
tion through introducing a model specifically designed to differentiate between
security and performance anomalies. By using sequential modeling and Prob-
abilistic Graphical Models (PGMs), this model explores historical data and
connections among previous predictions to accurately classify upcoming anoma-
lies. The main goal of this model is in differentiating between security threats
and performance concerns in decentralized edge cloud environments. Through
comprehensive evaluations using testbed and benchmark datasets, the proposed
model demonstrates superior performance. Furthermore, the model’s testing
time analysis highlights its efficiency in early anomaly detection, demonstrating
its potential in improving edge cloud security and performance.

5.5 Paper V

J. Forough, H. Haddadi, M. Bhuyan, and E. Elmroth. Efficient Anomaly De-
tection for Edge Clouds: Mitigating Data and Resource Constraints. Submitted
for publication, 2024.

5.5.1 Paper Contributions

This paper contributes by proposing an innovative approach that addresses chal-
lenges related to limited computational resources and lack of labeled data specific
for edge clouds. By employing transfer learning, the approach leverages knowl-
edge from pre-existing models, adapting this knowledge to enhance anomaly
detection accuracy within edge clouds. This strategy enables the model to take
advantage of learned features and patterns from tasks like network intrusion
detection, consequently improving its detection capability.

Furthermore, the utilization of knowledge distillation enhances computa-
tional efficiency without compromising detection accuracy. This process con-
denses the knowledge from a high-capacity pre-trained model into a more
compact version, significantly reducing the detection time. Evaluations con-
ducted on a testbed setup demonstrate the efficacy of this approach, showcasing
remarkable reductions in detection time for both sequential and non-sequential
models. These improvements in maintaining high accuracy while substantially
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decreasing detection time make this approach particularly advantageous for
real-time anomaly detection in edge cloud environments.

5.6 Paper VI

J. Forough, M. Bhuyan, and E. Elmroth. Reinforced Model Selection for Re-
source Efficient Anomaly Detection in Edge Clouds. Submitted for publication,
2024.

5.6.1 Paper Contributions

This paper presents an innovative approach to anomaly detection in edge cloud
environments, addressing the significant challenges posed by computational
limitations. By leveraging reinforcement learning, particularly Q-learning,
the primary aim is to optimize resource usage of anomaly detection without
compromising rapid detection times and high accuracy, which are essential
requirements in edge cloud environments constrained by limited resources.
The approach is extensively evaluated within a testbed setup, demonstrating
promising results. It effectively reduces resource usage and inference time
while maintaining reasonable accuracy, demonstrating its efficacy in optimizing
resource usage for anomaly detection in edge cloud environments.
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Chapter 6

Future Research Directions

As edge cloud technology evolves, various open research problems and future
directions in anomaly detection emerge. This chapter highlights such problems,
as well as provides suggestions for prospective areas of further research and
development. The open research problems and future directions lies in several
categories that are discussed in the following parts.

6.1 Efficiency and Accuracy

One critical challenge in anomaly detection for edge clouds is the limited
resources of edge nodes. Developing resource-efficient anomaly detection tech-
niques that effectively operate within constrained computational resources
and minimize energy consumption is pivotal. This pursuit involves exploring
lightweight algorithms [Wan+22], compressed representations [Aza+19], and
optimized model architectures that balance detection accuracy with resource
usage.

To enhance resource efficiency, researchers should focus on specific tech-
niques addressing edge node limitations. For example, algorithms leveraging
modern edge nodes’ parallel processing capabilities can significantly enhance
efficiency. Exploring novel hardware architectures like specialized accelerators
or neuromorphic chips [KJS23] may further amplify edge nodes’ computational
capabilities for anomaly detection while conserving energy.

Considering the accuracy-resource utilization trade-off is crucial in designing
resource-efficient anomaly detection techniques. While lightweight algorithms
and compressed representations reduce resource demands, they may impact
detection accuracy. Maintaining a balance via optimized model architectures,
ensemble methods, or leveraging transfer learning can achieve resource efficiency
without compromising detection performance.

Real-time anomaly detection is essential in edge cloud environments to
promptly respond to anomalies. Research should prioritize the development

41



of real-time anomaly detection techniques meeting low-latency requirements.
This involves exploring stream processing algorithms [KDA19], efficient feature
extraction methods [Zeb+20], and parallel computing techniques enabling real-
time detection and analysis of edge clouds data.

Efficient feature extraction reduces computational overhead associated with
high-dimensional edge clouds data streams. Parallel computing techniques like
GPU acceleration or distributed processing can enhance speed and scalability.
Maintaining a balance between real-time performance and detection accuracy is
essential. Investigating adaptive techniques dynamically adjusting this trade-off
based on anomaly urgency and severity is beneficial for real-time anomaly
detection in edge clouds.

6.2 Adaptability and Scalability

Edge cloud environments exhibit dynamic fluctuations in network conditions and
workload patterns, demanding adaptive anomaly detection methods capable of
adjusting to these changes. Future research can explore techniques for continuous
learning and updating of anomaly detection models based on evolving data.

One adaptive approach involves employing online learning algorithms [Cui+19]
that update anomaly detection models in real-time as new data streams in. These
algorithms facilitate quick adaptation to shifting edge cloud conditions, captur-
ing emerging anomalies effectively. Additionally, transfer learning approaches
[Dag+19] can leverage knowledge from other domains or richer environments to
enhance anomaly detection in edge clouds.

Moreover, reinforcement learning techniques [Moe+23] enable anomaly de-
tection systems to autonomously adapt their behavior based on feedback and
rewards. By framing anomaly detection as a sequential decision-making problem,
reinforcement learning algorithms learn policies optimizing detection perfor-
mance in dynamic edge cloud environments.

Research can also focus on utilizing domain-specific anomaly detection
techniques to various edge cloud environments. This involves exploring domain-
specific features, customizing anomaly detection models, and establishing bench-
marks and evaluation methodologies unique to each domain. Understanding the
context of edge applications such as smart cities [Kha+20] or healthcare [HHI22]
is pivotal for effective anomaly detection. Incorporating domain knowledge and
context-specific features through feature engineering can significantly enhance
detection performance. The creation of domain-specific benchmark datasets
and evaluation methods is essential to accelerated improvements in anomaly
detection for edge cloud environments. These standardized resources enable
effective comparison and evaluation of different techniques, thereby cultivating
improvements in domain-specific anomaly detection for edge cloud applications.

Furthermore, the need for scalable anomaly detection is paramount. One
of the main challenges to be investigated in future research is the scalability
of anomaly detection methods for edge cloud environments. Future research
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may delve into the integration of distributed and federated learning [Zha+21]
approaches to enhance the scalability of anomaly detection in edge clouds.
These methods enable collaborative learning across multiple edge nodes while
preserving data privacy and minimizing communication overhead. Investigating
the trade-offs between centralized and decentralized anomaly detection strategies
in the context of edge computing will be crucial. Additionally, it is essential
to explore the impact of diverse edge cloud architectures and topologies on
the scalability of anomaly detection methods. As edge environments vary in
terms of device heterogeneity, network connectivity, and workload distribution,
understanding how these factors influence the scalability of anomaly detection
algorithms will be essential.

6.3 Privacy

Edge cloud environments are often involved with sensitive data, arising signifi-
cant concerns about privacy and data protection. Future research initiatives
can consider the development of cutting-edge privacy-preserving anomaly detec-
tion techniques that uphold data confidentiality and align with strict privacy
regulations. This investigation includes an exploration of diverse methods such
as secure multi-party computation [Lin20], federated learning [Zha+21], and dif-
ferential privacy [Wan+20b] to enable anomaly detection without compromising
the integrity of data privacy.

Secure multi-party computation techniques enable multiple edge nodes
to collaboratively perform anomaly detection without disclosing individual
data, thereby ensuring robust privacy while obtaining precise and accurate
results. Employing federated learning approaches allows the training of anomaly
detection models across distributed edge devices without transmitting raw data,
thus preserving data privacy. Integrating differential privacy techniques into
the anomaly detection process involves introducing noise or perturbations to
data, safeguarding individual privacy while still obtaining relevant aggregate
information for detection purposes. It is vital for privacy-preserving anomaly
detection methods to achieve a delicate balance between ensuring privacy and
maintaining detection accuracy.

6.4 Robustness

Edge cloud environments face a range of adversarial attacks aimed at damaging
anomaly detection systems. To strengthen these systems, future research can
explore strategies to help the resilience of anomaly detection methods against
such malicious attacks. This encompasses investigation of adversarial training
[AF20], anomaly detection leveraging anomaly injection [Kun+20], and dealing
with data poisoning attacks within anomaly detection frameworks [BIA22].

Adversarial training involves exposing anomaly detection models to ad-
versarial examples during their training phase, rendering them more resilient
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to potential attacks. By integrating adversarial samples designed to deceive
the model into the training process, these models can develop a more robust
resistance against malicious manipulations. Similarly, anomaly detection meth-
ods that introduce artificial anomalies into training data can help with the
learning of more diverse and resilient representations of anomalies, enhancing
the model’s robustness. Furthermore, the development of anomaly detection
techniques capable of detecting and mitigating data poisoning attacks is critical
for upholding the integrity of edge cloud environments. These attacks involve
malicious entities injecting corrupt data to manipulate the anomaly detection
process, potentially compromising its accuracy. Thus, research investigations
can concentrate on formulating anomaly detection algorithms adept at identi-
fying and neutralizing data poisoning attacks while preserving high detection
performance.

6.5 Trust and Explainability

As anomaly detection in edge clouds progresses, establishing trust in these sys-
tems becomes paramount for their widespread adoption and effective operation
[YW22]. Trust extends beyond the reliability of anomaly detection results to
encompass transparency, interpretability, and accountability throughout the
entire detection process [HT21]. Future research in this domain can investigate
various aspects to enhance trust in anomaly detection systems for edge clouds.

Building trust begins with ensuring the explainability and interpretability of
anomaly detection models [PA21] operating in edge cloud environments. These
models should provide clear explanations for their decisions, particularly in
critical applications such as healthcare or autonomous systems. Research efforts
can focus on developing interpretable anomaly detection techniques that offer
clarity into the factors contributing to detected anomalies.

Another critical dimension of trust involves ensuring the trustworthiness
of anomaly detection models against various inputs, environmental conditions,
and potential adversarial attacks [Yan+20; YW22]. Research can investigate
evaluating the resilience of models in real-world edge cloud scenarios, considering
factors like data quality, distribution shifts, and uncertainties [Sal+21]. Estab-
lishing methods for validating the trustworthiness of anomaly detection models
will be instrumental in building confidence among users and decision-makers.

Transparency in the model training process is also essential for improving
trust [LZV23]. Future research can explore methodologies to make the model
training pipeline more transparent, encompassing aspects such as the selection
of training data, hyperparameter tuning, and model updates. Transparent
training processes allow stakeholders to understand how models evolve over
time and ensure that they align with ethical considerations and regulatory
requirements.
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6.6 Application in Other Domains

The novel anomaly detection models developed in this thesis for edge cloud
environments, leveraging state-of-the-art machine learning techniques such as
sequential models (LSTM, GRU), CRF, ensemble learning, knowledge distilla-
tion, transfer learning, and reinforced learning, hold the potential for broader
applications in various domains. The versatility and adaptability of these models
make them valuable candidates for exploration in diverse areas over edge cloud
anomaly detection.

Research efforts can extend beyond edge cloud environments to explore
how these anomaly detection models generalize to diverse domains charac-
terized by time-series and temporal data. Investigating their effectiveness in
tasks ranging from financial fraud detection [PP20] to predictive maintenance
[Dal+20] and healthcare monitoring [Šab+21] will contribute to a comprehensive
understanding of their applicability and potential impact.
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