
Information Sciences 662 (2024) 120211

Contents lists available at ScienceDirect

Information Sciences

journal homepage: www.elsevier.com/locate/ins

Energy disaggregation risk resilience through microaggregation 

and discrete Fourier transform

Kayode S. Adewole b,a,∗, Vicenç Torra c

a Department of Computer Science and Media Technology, Malmö University, Sweden
b Department of Computer Science, University of Ilorin, Ilorin, Nigeria
c Department of Computing Science, Umea University, Sweden

A R T I C L E I N F O A B S T R A C T

Keywords:

Smart meters

Smart grid

Disclosure risk
Non-intrusive load monitoring

Data privacy

Microaggregation

Discrete Fourier transform

Progress in the field of Non-Intrusive Load Monitoring (NILM) has been attributed to the rise in the 
application of artificial intelligence. Nevertheless, the ability of energy disaggregation algorithms 
to disaggregate different appliance signatures from aggregated smart grid data poses some privacy 
issues. This paper introduces a new notion of disclosure risk termed energy disaggregation 
risk. The performance of Sequence-to-Sequence (Seq2Seq) NILM deep learning algorithm along 
with three activation extraction methods are studied using two publicly available datasets. To 
understand the extent of disclosure, we study three inference attacks on aggregated data. The 
results show that Variance Sensitive Thresholding (VST) event detection method outperformed 
the other two methods in revealing households’ lifestyles based on the signature of the appliances. 
To reduce energy disaggregation risk, we investigate the performance of two privacy-preserving 
mechanisms based on microaggregation and Discrete Fourier Transform (DFT). Empirically, for 
the first scenario of inference attack on UK-DALE, VST produces disaggregation risks of 99%, 
100%, 89% and 99% for fridge, dish washer, microwave, and kettle respectively. For washing 
machine, Activation Time Extraction (ATE) method produces a disaggregation risk of 87%. We 
obtain similar results for other inference attack scenarios and the risk reduces using the two 
privacy-protection mechanisms.

1. Introduction

The realization and sustainability of smart cities have witnessed immense growth over the last few years due to the advance-

ment in AI, smart meters, Internet-of-things and smart grid technologies. Immense research efforts to develop technological solutions 
that tend toward energy conservation, smart grid resource availability, and improving the well-being of societies, in general, have 
been on the rise [1–3]. Energy conservation addresses effective utilization of energy resources for actualizing self-sustainability in 
energy management. This can be achieved through energy control and proper monitoring of energy demand for better optimization 
to minimize load consumption requirement of individual households [4]. A fine-grained monitoring of energy demand targeting 
household-level consumption will assist in minimizing energy wastage. Significant research efforts have been made toward devel-
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oping methodologies for effective energy demand monitoring and control [2]. Therefore, providing consumers with prior insights 
regarding their fine-grained energy consumption will reduce the heavy burden on smart grid resources and this can eventually reduce 
energy wastage. Non-intrusive load monitoring (NILM) or energy disaggregation is one of the methodologies that aims to achieve 
this objective. Energy disaggregation is defined as the task of separating household load consumption recorded at the aggregate level 
into the constituting loads of the appliances that are used in the household [5].

Two approaches to achieving energy disaggregation are Intrusive Load Monitoring (ILM) and NILM [6]. ILM involves the use of 
low-end smart meter to measure energy consumption of one or more appliances with one sensor device per appliance. Conversely, 
NILM involves the use of a single smart meter to monitor energy consumption of a single household or building. NILM offers several 
advantages over ILM as it reduces the cost of maintaining multiple smart meters in a building. NILM guarantees real-time feedback 
per appliance energy demand by disaggregating and analyzing the aggregated load consumption recorded by the mains smart meter 
attached to the building. The benefits of NILM include the provision of real-time feedback to consumers, fault detection, anomaly 
detection, appliance activation events detection, and encouraging energy-saving behaviors [7,8].

There are two major approaches to developing NILM solutions in the research community, which are classification and regression. 
The two approaches focus on developing appliance-level event activation (ON/OFF) as well as predicting the load of individual 
appliances in the aggregated signals. NILM classification system can infer whether a given appliance is in operation during the day 
with the help of classification algorithms. Different methods for extracting appliance activations based on appliance-level energy 
consumption data have been investigated. For example, Laviron et al. [9] studied three activation extraction methods, which are 
ValmA, SimBA and Cartesio for extracting individual appliance states from appliance-level data. Desai et al. [10] studied Variance-

Sensitive Thresholding (VST) aiming to extend Middle-Point Thresholding (MPT) approach [7]. Kelly et al. [11] presented activation 
time extraction (ATE) method that was tuned using UK-DALE NILM dataset. Activation event data extracted using any activation 
extraction method serve as useful information for developing machine learning models. On the other hand, the regression model 
takes aggregated household energy consumption data to produce the different appliance load signatures [5,11,12]. Classification 
and regression models have produced promising results in NILM domain to develop solutions that monitor energy consumption per 
appliance.

Nevertheless, the capability of NILM algorithm to disaggregate individual appliance loads data present in the aggregated signals 
has raised a serious privacy concern. Fine-grained electricity consumption data are privacy-sensitive as they are capable of reveal-

ing consumers’ households lifestyles based on their energy consumption patterns [13,14]. Additionally, a majority of the publicly 
available smart grid datasets available in NILM research domain have their associated meta-data that can provide background infor-

mation regarding the data collection processes. This information serves as external background knowledge for attackers to explore 
and coupled with the inferences made from NILM models to reveal household identities. This background information is useful 
to third parties, such as criminals, marketers and law enforcement agents. For example, critical cyber-attack cases on smart grid 
infrastructure leading to the disruption of energy systems, which supply heat and light to many households in Ukraine have been 
reported in 2015, 2016 and 2017 [15,16]. Therefore, hiding the individual appliance signatures in the masked aggregated data is 
safer before releasing smart grid data to the public. This enforces a new privacy requirement for protecting smart grid data which 
is a major challenge to existing privacy protection mechanisms as none of these approaches investigates this new disclosure risk. 
Although several privacy protection mechanisms for smart grid data exist, which include data anonymization [15,17–21] and differ-

ential privacy [19,22]. For instance, [18] studied the performance of K-ward microaggregation to protect building occupancy and 
smart grid data. The authors focused on establishing a method to learn utility-specific applications that are of concern to data user. 
[20] also investigated the performance of microaggregation algorithm and discussed advantages and disadvantages of other privacy 
protection methods such as data permutation, time slicing, random noise, data transformation, scope aggregation and differential 
privacy. In [19] the performance of Long Short-term Memory (LSTM) with differential privacy for energy forecasting has been stud-

ied. Nevertheless, each of the existing studies pays less attention to investigating energy disaggregation risk and to hiding different 
appliance signatures in the aggregated masked data.

Therefore, in this paper, a first attempt is made to investigate the level of disclosure risk relating to the different appliance 
signatures in smart grid data that are published in their original form. To achieve this aim, machine learning models based on 
Seq2Seq NILM deep learning algorithm are developed to ascertain the ability of NILM algorithm in detecting the signatures of 
individual appliances that constitute the aggregated data. These predictive loads are subjected to VST, MPT and ATE activation 
extraction techniques to ascertain the ability of Seq2Seq NILM algorithm in predicting the correct activation state of each appliance 
from their load signatures. Thereafter, we compute the disclosure risk probabilities for the individual appliances that are present 
in the aggregated signals based on the three attack scenarios we investigated. This enables us to concertize a new disclosure risk 
metric called disaggregation risk. To prevent energy disaggregation risk, we propose two privacy protection mechanisms based on 
microaggregation and DFT. These two algorithms have been recently studied in our work [23]. We evaluate the proposed approach 
based on two datasets for energy disaggregation in NILM domain. These datasets are publicly available. More importantly, this paper 
contributes in the following ways:

• we introduce a new notion of disclosure risk called energy disaggregation risk and study how it can be empirically computed.

• we investigate the performance of Seq2Seq NILM algorithm and three event detection methods in revealing households’ lifestyles 
based on the signature of appliances used. We consider two publicly available datasets (UK-DALE and REFIT).

• we simulate three inference attack scenarios to better understand the level of privacy violation on the individual households’ 
lifestyles.
2

• we investigate the performance of two privacy-protection mechanisms to reduce energy disaggregation risk.
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Table 1

List of abbreviation/acronym.

Abbreviation/Acronym Definition

AI Artificial Intelligence

ATE Activation Time Extraction

BLH Battery-based Load Hiding

CNN Convolutional Neural Networks

CO Combinatorial Optimization

dAE Denoising Autoencoders

DFT Discrete Fourier Transform

DP Differential Privacy

DR Disaggregation Risk

FMDAV Fast Maximum Distance to Average Vector

FHMM Factorial Hidden Markov Model

GAN Generative Adversarial Networks

GMDAV Grey Maximum Distance to Average Vector

HF High Frequency

HMM Hidden Markov Model

ILM Intrusive Load Monitoring

LSTM Long Short-term Memory

MAE Mean Absolute Error

MDAV Maximum Distance to Average Vector

MPT Middle Point Thresholding

MSE Mean Absolute Error

NILM Non-Intrusive Load Monitoring

RMSE Root Mean Squared Error

SAE Signal Aggregate Error

Seq2Seq Sequence-to-Sequence

VST Variance Sensitive Thresholding

The remaining parts of this paper are organized as follows: Section 2 summarizes related works in NILM energy disaggregation 
as well as privacy preservation methods developed specifically for smart grid data. Section 3 presents the proposed methodology to 
investigate disclosure risk associated with energy disaggregation as well as the propose privacy-preserving mechanisms to reduce 
this risk. Section 4 focuses on the experimental settings adopted for the three inference attack scenarios investigated in this study 
as well as experimental setup for the privacy-preserving approaches. Section 5 summarizes the results obtained from the different 
experiments conducted and finally, Section 6 concludes the paper. Table 1 provides the list of acronyms used in our paper with their 
descriptions.

2. Related work

Research trend in NILM energy disaggregation as well as privacy-preserving smart grid data has recently witnessed rapid growth 
due to the availability of many AI technologies and machine learning approaches. This section summarizes the research development 
in the two domains in relation to smart grid data.

2.1. Non-intrusive load monitoring

The domain of Non-Intrusive Load Monitoring (NILM) has been in existence since the late 80’s due to the noticeable research 
of [24]. NILM focuses on monitoring energy consumed at the appliance-level by disaggregating individual appliance loads from 
aggregated data. NILM is often referred to as a single point of measurement since one smart meter is used to monitor the energy 
consumption of the entire household [6]. This is necessary because it is almost impossible to sub-meter every appliance in the house-

hold or building. NILM provides demand-response service and real-time feedback to consumers based on their load consumption. In 
addition, NILM can predict the state of individual appliances from aggregated signals. Hart et al. [24] present a load identification 
and energy disaggregation method that is based on clustering analysis. This method uses steady-state features extracted from aggre-

gated load consumption. The extracted features were compared with the appliance-level data during the training phase to predict the 
signatures of appliances present in the aggregated signal. The author evaluated the proposed approach using steady-state signals only 
and focused on identifying simple appliances with finite states (on/off) achieving an accuracy of 85%. Apart from the traditional 
features extraction techniques that focus on steady and transient state features, non-traditional features such as time of the day, 
peak time usage, light sensing and temperature, appliance usage frequency, eigenvalues of current signal and many more have been 
investigated for load disaggregation task [2]. Gopinath et al. [2] presented a comprehensive survey of the state-of-the-art techniques 
for energy management based on NILM. In their work, the authors categorized the features used by the existing traditional NILM 
techniques into steady-state, transient state, and non-traditional features, and then presented different features under each category. 
To further show the research trends in NILM domain, techniques that focused on deep learning approaches were also presented. 
Similarly, [6] also presented a review paper that focused on the research trend in NILM.

The recent advancement in deep learning domain has provided improvement in relying on automated feature extraction methods 
3

for energy disaggregation tasks rather than focusing on hand-engineering feature extraction methods from the aggregated power 
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data [11,6]. These features provide comparable and promising results over the algorithms that rely on hand-engineering feature 
extraction. For instance, Kelly et al. [11] adapted three deep learning architectures to NILM research, which are based on LSTM, 
Denoising Autoencoders (dAE) and Rectangle architecture for extracting individual appliance consumption loads from aggregated 
data. The target appliance signal was reconstructed based on dAE while treating the aggregated consumption as noisy input. The 
results obtained have shown the significance of deep learning algorithms on load disaggregation for the five appliances considered 
over the existing NILM approaches like Factorial Hidden Markov Model (FHMM) and Combinatorial Optimization (CO). Particularly, 
dAE and Rectangle architectures were reported to perform well when disaggregating unseen houses.

Wang et al. [25] also developed deep learning models based on LSTM and dAE using five selected appliances. The authors 
established that the proposed deep learning models outperformed Hidden Markov Model (HMM). Empirically, F1-score of 0.53, 
0.985, 0.53, 0.746 and 0.382 were achieved for Heat pump, Cloth dryer, Washing machine, Dish washer, and Fridge respectively. 
To address the problem of designing effective sliding windows to handle long sequences of power signals and combine predictions 
from different sliding windows, [12] studied sequence-to-point (Seq2Point) and Seq2Seq deep learning algorithms where the input is 
a window of the mains meter and the output represents the consumption of the target appliance. The proposed Seq2Point algorithm 
reduces Mean Absolute Error (MAE) and Signal Aggregate Error (SAE) by 84% and 92% respectively when compared with the 
approach in [26]. [27] adopted CNN and Seq2Seq algorithms for load consumption optimization. In their study, CNN and Seq2Seq 
model produced better results when compared with CNN and LSTM. While their work also focused on the adoption of Seq2Seq, 
privacy-preservation of household consumption was not investigated. Similarly, [28] proposed a lightweight Seq2Seq algorithm that 
can be implemented on the edge devices for constrained-based equipments. The model provides real-time appliance load monitoring 
usage and optimization since the data are being processed on the edge devices. In comparison to the cloud computing, edge computing 
provides better privacy since the computation is done on the edge. While this study provides interesting concepts, our goal in this 
research focuses on privacy-preserving data publishing where utility company is interested in publishing energy consumption without 
violating the privacy of the individual households. In [29], a multiscale residual network based on Seq2Seq model has been studied. 
The authors proposed a new CNN model that can target the extraction of more features for appliance load disaggregation. It was 
observed that this architecture provides better F1-score and MAE for appliance load monitoring.

Dash and Shaoo [30] introduced a multitask deep learning model that is evaluated on UK-DALE and REFIT datasets. The model 
employed low-frequency energy data from the two datasets for simultaneous appliance state detection and energy disaggregation. 
The authors claimed that the model achieved superior performance and provided generalizability and transferability properties when 
compared with the state-of-the-art models. The proposed model achieved accuracy of 96.27%, 96.97%, 94.70%, 63.78% and 99.20% 
respectively for microwave, dish washer, washing machine, fridge and kettle. One of the research problems in NILM domain is how 
to find high-quality labeled samples to develop the disaggregation models. To solve this problem, [31] proposed a transfer learning 
framework that is based on active learning. The framework can improve the performance of NILM deep learning model as it learns 
from a small amount of data in the new environment. Using REFIT dataset, the framework achieved accuracy-labeling trade-off with 
only 5 to 15% of the query pool labeled, indicating that the labeling effort could be reduced by as much as 85% as reported in the 
study.

A number of studies have addressed the big data challenges in smart grid. For instance, [32] proposed a framework that is based 
on cloud computing and fog computing to manage smart grid data among different agents in the cloud. The authors proposed a hybrid 
gray wolf differential evolution optimization algorithm that combined gray wolf optimization and improved differential evolution. 
Results show that the proposed hybrid approach is 54 ms, 82.1 ms, and 81.6 ms faster than particle swarm optimization, differential 
evolution, and gray wolf optimization. The hybrid model also achieved processing time is 53 ms, 81.2 ms, and 80.6 ms faster than the 
three models respectively. A relaxed consensus plus innovation-based negotiation technique to foster energy cooperation between 
smart grid and microgrid has been proposed in [33]. The paper analyzed the effect of uncertainty parameters within the system on 
the effectiveness of the proposed negotiation approach.

Although there have been significant progress in NILM and smart grid research domain, our paper explores a different research 
dimension. More specifically, we investigate the use of NILM as a tool to perform inference attacks on smart grid data. To achieve this, 
we propose a new disclosure risk measure called energy disaggregation risk. We empirically quantify this disclosure risk measure, 
and investigate how this risk can be reduced to prevent privacy attacks on individual households’ energy consumption.

2.2. Smart grid privacy preserving data publishing

Research efforts have been intensified to provide mechanisms for privacy preservation of smart grid data publishing. The tech-

niques used in privacy preservation of smart grid data publishing include data anonymization with Battery-based Load Hiding (BLH) 
[17], k-anonymity [34,18,20,23], Generative Adversarial Network (GAN) with some correlated noise [35,36], and differential privacy 
(DP) [19,22] just to mention a few.

BLH research aims to provide a rechargeable battery situated at the consumer end and capable of being charged and discharged. 
This feature makes the smart meter incapable of accurately collecting the real energy consumed by the appliances. The privacy 
guarantee of BLH masking approach is yet to be empirically validated as this masking method is mainly theoretic. Investigating the 
real-world applications of BLH with a focus on efficient privacy guarantees for smart grid data requires further analysis [17].

K-anonymity was originally proposed in [37] and provided improved privacy guarantees for the protected data. While k-

anonymity is not a privacy mechanism on its own, it is a condition that enforces group-based anonymization on the protected 
data. The goal of k-anonymity is to ensure that each individual in protected data cannot be identified within a set of k individuals. 
4

This means that the original data is partitioned into a set of at least k indistinguishable records. Different methods exist in the liter-
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ature that satisfy k-anonymity condition. One of such method is microaggregation [38], which builds small microclusters and then 
replaces the original data in each cluster with the cluster representative.

K-ward microaggregation algorithm was proposed in [18] for protecting building occupancy and smart grid data. The k-ward 
algorithm leverages agglomerative clustering to generate k-partition which clusters the data into group sizes of at least k records. A 
substitution step then perturbs the data by replacing the true values using the group centroid. The goal of the authors is to extend 
their work in [34] to provide a nonlinear feature representation mapping for their data publishing system. The authors claimed 
that the proposed privacy-preserving system can achieve better utility under reasonable protection. However, the main limitation 
of this approach is scalability as data users will have to manually define the similarity of their data points based on the specific 
data utility application. [20] also investigated the performance of microaggregation algorithm and discussed the advantages and 
disadvantages of other privacy protection methods such as data permutation, time slicing, random noise, data transformation, scope 
aggregation and differential privacy. The authors established that no single data anonymization technique that can fit all data utility 
applications. They show that there is a significant data utility loss between 4- and 8-anonymization approaches being used to evaluate 
the microaggregation algorithm in their study. Authors in [39] and [40] focused on extending MDAV microaggregation algorithm. 
For instance, [39] proposed Grey Maximum Distance to Average Vector (GMDAV) which target how to consider the importance of 
each quasi-identifiers. To achieve this, authors proposed weighted Euclidean distance based method for gray relational analysis and 
another metric for information loss model. Results show that GMDAV achieved better complexity. Similarly, authors in [40] also 
proposed Fast Maximum Distance to Average Vector (FMDAV) to address big data challenge. Adewole and Torra [23] investigated 
the performance of microaggregation and DFT for protecting daily energy consumption data. In their work, the authors establish 
adversarial scenarios that involve attackers who are interested in launching interval disclosure risk and distance-based record linkage 
on energy data. They proposed microaggregation algorithms to reduce these disclosure risks. The utility of the protected energy 
data was established using four approaches, which are based on information loss metric, classification, clustering, and time series 
forecasting methods. The results show that their proposed methods can achieve accuracy, Silhouette score, Mean Squared Error 
(MSE) and Root Mean Squared Error (RMSE) that are close to the values obtained for the original data to be published.

The ability to model uncertainties of the original data is one of the benefits of exploring Generative Adversarial Network (GAN). 
This model can then be used to generate new data. The goal involves training two deep neural networks. The first neural network (i.e. 
Generator) is trained to produce more realistic data that resemble the original data and the second neural network (i.e. Discriminator) 
is trained to estimate the probability that the input originates from the real data. Based on this assumption, a novel solution for smart 
grid data generation is offered. However, the capability of GAN to prevent disclosure risk attacks such as membership inference is still 
an open research problem [41]. A de-facto standard for privacy-preserving mechanism called Differential privacy (DP), guarantees 
𝜖−𝐷𝑃 for each record that is present in the protected data. For instance, [19,22] studied DP algorithms for protecting smart grid 
data.

In [42], the problem of smart grid outages that may be associated with cyber-attack is extensively studied. In this work, the 
authors proposed a two-layer framework that determines network vulnerability points due to physical faults and cyber-attacks. The 
first layer of the framework proposed blockchain technique while the second layer studied reinforcement learning method. These 
layers collaboratively work together to determine the vulnerable points through monitoring of the smart grid data. The finding from 
this study shows a significant reduction in the network vulnerability indices owing to the cooperating microgrid. The study also 
determined the severity of the threat level of attacks that may be linked to the power outages in smart grid.

Nevertheless, existing studies on privacy-preserving smart grid data publishing have paid less attention to investigating the 
disclosure risk concerned with disaggregating different appliance load signatures from aggregated power data and providing privacy 
mechanisms for reducing this disclosure risk. Therefore, it is worth investigating inference attacks on smart grid data based on energy 
disaggregation risk as well as how this inference attack can be minimized. This is the major contribution of our paper. We established 
a new disclosure risk and empirically show how it can be used as a measure of statistical disclosure that is based on inferencing. We 
further investigate how this disclosure risk can be reduced using two privacy-preserving mechanisms.

3. Proposed approach

In this section, we present disaggregation risk as defined in our previous work [43] and discuss the proposed mechanisms to 
reduce energy disaggregation risk in smart grid domain. Fig. 1 shows the components of the proposed framework. The first part 
of the framework presents the methodology used to investigate the level of disclosure risk that is associated with disaggregating 
individual appliance load signatures from aggregated signals. The second part of the framework shows how the proposed privacy-

preserving mechanisms have been applied to reduce energy disaggregation risk.

3.1. Disaggregation risk

Energy disaggregation risk is the ability of an attacker to reveal household consumption behavior by performing an inference 
attack on household aggregate consumption based on the signatures of the appliances that they use in the household. We provide a 
formal definition as follows.

Definition 1. Disaggregation risk [43] is the probability of predicting the load signature of appliance (𝓁) and its associated ON 
5

events from aggregated energy data within the specified time period using NILM algorithm.
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Fig. 1. Proposed framework for reducing energy disaggregation risk.

Fig. 2. Operating states of Type I and Type II appliances.

This is formalized based on Eqn. (1).

DR(𝓁) = TP(𝓁)∕(TP(𝓁) + FN(𝓁)) (1)

where 𝑇𝑃 (𝓁) represents the number of correct predictions of ON events of appliance 𝓁, 𝐹𝑁 (𝓁) represents the number of ON events 
of appliance 𝓁 which are wrongly predicted as OFF events. The disaggregation risk (𝐷𝑅(𝓁)) of appliance 𝓁 has a value in the interval 
[0,1] such that the higher this value is, the higher the disclosure risk associated with the appliance.

Therefore, the performance of Seq2Seq deep learning algorithm is assessed based on this disaggregation risk metric.

3.2. Proposed method for energy disaggregation risk assessment

In this section, we discuss our proposed method to investigate the level of disclosure risk that is associated with disaggregating 
individual appliance loads in the aggregated data. As shown in the first part of Fig. 1, Seq2Seq deep learning model is trained using 
individual appliance data. This enables us to build a trained model for each appliance signature, which can be used to test the 
capability of Seq2Seq NILM algorithm for energy disaggregation tasks. The disaggregated load signatures of individual appliances 
are subjected to MPT, VST and ATE event detection algorithms. We discuss the threshold methods in the subsequent sections. The 
results from the three activation methods are used to compute the disaggregation risk according to eqn. (1). We adapted Seq2Seq 
NILM deep learning architecture due to its effectiveness as demonstrated in [5,12].

For appliance selection, we focus on Type I and Type II appliances for the investigative study. Type I appliances have two states 
of operation (ON/OFF) and examples include kettle, toaster, light bulb, and lamps (see Fig. 2). Appliances in this category consumed 
energy when they are turned ON. Multi-state or finite state appliances are Type II appliances with a finite number of operating states 
which are possible to be executed repeatedly. Rising and falling edges of energy consumed within a period are used to detect the 
appliance transition states. Examples of Type II appliances are dish washers, washing machines, refrigerators and stove burners. Type 
I and Type II appliances are commonly studied in NILM domain and for this reason, we selected five appliances that belong to these 
6

two categories. The selected appliances in this study are dish washer, washing machine, fridge, kettle and microwave. The second 
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Fig. 3. Inference attack scenario 1. SH represents smart home.

reason for this choice of appliance selection is that these appliances have been utilized in not less than two households from the two 
datasets investigated in this study. This helps us to simulate three inference attack cases that focus on investigating appliance usage 
patterns in the same household and across different households.

Typically, an aggregated energy consumption is provided as input to NILM systems to predict the load of individual appliances. 
The aggregated power consumption 𝑃𝑡 generated at time 𝑡 represents the sum of all appliance loads according to Eqn. (2):

𝑃𝑡 =
𝐿∑

𝓁=1
𝑃
(𝓁)
𝑡

+ 𝑒𝑡 (2)

where 𝑃 (𝓁)
𝑡

represents the power of appliance 𝓁 at time 𝑡, 𝐿 represents the total number of appliances in the household or building, 
and 𝑒𝑡 is the residual load. The residual load can be considered as a noise which may originate from the mains electric meter (i.e. 
smart meter used for the aggregate reading) or at the appliance sub-meter. The residual load (noise) from the mains electric meter is 
an unstructured noise while the residual load (noise) from the sub-meter represents the structured noise. Because it is impossible to 
provide sub-meters for all the appliances in the building, appliances that are not sub-metered usually generate this structured noise.

3.2.1. Inference attack simulations

Three inference attack scenarios were simulated to provide a better understanding of the disclosure risk associated with disaggre-

gating individual appliance loads from the aggregated signals. The first inference attack is termed attack on the same building data. In 
this inference attack scenario, an attacker has trained a Seq2Seq model that is based on some time-series data of a particular house-

hold and then he wishes to use this model to disaggregate an aggregated signal from the same household data. The goal is to reveal 
if a specific appliance signature is present in the aggregated energy data. The second inference attack scenario is termed attack on 
different households selected from the same dataset. Considering this type of attack, an attacker has a pre-trained Seq2Seq model using 
the data from one building and then he wishes to use this model to disaggregate an aggregated signal from another household in the 
same dataset. If the attack is successful, then the attacker has been able to infer useful information regarding the target household 
lifestyle and subsequently use the background information in his possession for malicious purposes. The third inference attack is 
termed attack on different household from different datasets. With this type of inference attack, an attacker has a trained model based 
on specific household data in one dataset and then he wishes to disaggregate the aggregated signal from the target household in 
another dataset. The success of this inference attack can lead to privacy violations in the target household. We present the three 
inference attack scenarios in Fig. 3, 4, and 5 respectively.

Therefore, for each of the inference attack scenarios, we evaluate the performance of the Seq2Seq energy disaggregation algorithm 
to ascertain the extent of privacy violation on the individual target household based on appliance usage patterns. We propose two 
privacy protection mechanisms to reduce these inference attacks. Section 3.3 presents the privacy-preserving methods for energy 
disaggregation risk reduction.

3.2.2. Seq2Seq disaggregation algorithm

There are several NILM algorithms in the literature, however, in this study, we adapted deep learning Seq2Seq NILM algorithm 
[12,26]. This algorithm uses the architecture of deep neural networks based on different Convolutional Neural Networks (CNNs) 
layers as presented in Fig. 6. The algorithm takes as input the individual appliance loads and the aggregated signal during the 
training phase, which are used to learn the signature of the different appliances present in the aggregated data. During the testing 
phase, only the aggregated signal is provided to the trained Seq2Seq model and the model disaggregate this signal to produce the 
constituting appliance loads. The performance of the algorithm for energy disaggregation and event detection is then evaluated.

Formally, let 𝐹𝑠 represent a deep neural network which takes the input sequence consisting of the sliding windows 𝑌𝑡∶𝑡+𝑊 −1 that 
correspond to the aggregated power consumption from the mains meter and maps it to the respective windows 𝑋𝑡∶𝑡+𝑊 −1 representing 
the load sequence of the target appliance power. We define a regression equation such that 𝑋𝑡∶𝑡+𝑊 −1 = 𝐹𝑠(𝑌𝑡∶𝑡+𝑊 −1, 𝜃𝑠) + 𝜖, where 
7

𝜖 represents 𝑊 -dimensional Gaussian random noise, and the parameters of the deep neural network 𝐹𝑠 are represented as 𝜃𝑠.
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Fig. 4. Inference attack scenario 2. SH represents smart home.

Fig. 5. Inference attack scenario 3. SH represents smart home.

Fig. 6. Architecture of the adapted Seq2Seq NILM algorithm.

The full architecture of Seq2Seq algorithm is depicted in Fig. 6 and the training procedure is presented in Algorithm 1. For the 
sake of clarity, we added a Dropout layer with probability 0.2 between CNN layer 4 and 5. This Dropout layer is also added between 
CNN layer 5 and the fully connected layer. Also, between the fully connected layer and the output layer. This Dropout layer helps 
to prevent overfitting of the algorithm during the training phase. In addition, we flatten the result from CNN layer 5 prior to the 
application of the fully connected layer. This architecture enables the algorithm to learn the most discriminative features that depict 
8

the signature of each individual appliances that are present in the aggregated signal.
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Algorithm 1: Seq2Seq training procedure.

Input: sequence_length, n_epochs, batch_size, train_main, train_appliances

Output: training_model for each appliance in train_appliances

begin

𝑡𝑟𝑎𝑖𝑛_𝑚𝑎𝑖𝑛 = 𝑡𝑟𝑎𝑖𝑛_𝑚𝑎𝑖𝑛.𝑣𝑎𝑙𝑢𝑒𝑠.𝑟𝑒𝑠ℎ𝑎𝑝𝑒(−1, 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒_𝑙𝑒𝑛𝑔𝑡ℎ, 1);
𝑛𝑒𝑤_𝑡𝑟𝑎𝑖𝑛_𝑎𝑝𝑝𝑙𝑖𝑎𝑛𝑐𝑒𝑠 = [];
foreach 𝑎𝑝𝑝_𝑛𝑎𝑚𝑒, 𝑎𝑝𝑝_𝑑𝑓𝑠 ∈ 𝑡𝑟𝑎𝑖𝑛_𝑎𝑝𝑝𝑙𝑖𝑎𝑛𝑐𝑒𝑠 do

𝑎𝑝𝑝_𝑑𝑓 _𝑣𝑎𝑙𝑢𝑒𝑠 = 𝑎𝑝𝑝_𝑑𝑓.𝑣𝑎𝑙𝑢𝑒𝑠.𝑟𝑒𝑠ℎ𝑎𝑝𝑒(−1, 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒_𝑙𝑒𝑛𝑔𝑡ℎ);
𝑛𝑒𝑤_𝑡𝑟𝑎𝑖𝑛_𝑎𝑝𝑝𝑙𝑖𝑎𝑛𝑐𝑒𝑠.𝑎𝑝𝑝𝑒𝑛𝑑((𝑎𝑝𝑝_𝑛𝑎𝑚𝑒, 𝑎𝑝𝑝_𝑑𝑓 _𝑣𝑎𝑙𝑢𝑒𝑠));

𝑡𝑟𝑎𝑖𝑛_𝑎𝑝𝑝𝑙𝑖𝑎𝑛𝑐𝑒𝑠 = 𝑛𝑒𝑤_𝑡𝑟𝑎𝑖𝑛_𝑎𝑝𝑝𝑙𝑖𝑎𝑛𝑐𝑒𝑠;

foreach 𝑎𝑝𝑝𝑙𝑖𝑎𝑛𝑐𝑒_𝑛𝑎𝑚𝑒, 𝑝𝑜𝑤𝑒𝑟 ∈ 𝑡𝑟𝑎𝑖𝑛_𝑎𝑝𝑝𝑙𝑖𝑎𝑛𝑐𝑒𝑠 do

/* create a Sequential model in Tensorflow for appliance_name using the architecture in Fig. 6 */

𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔_𝑚𝑜𝑑𝑒𝑙[𝑎𝑝𝑝𝑙𝑖𝑎𝑛𝑐𝑒_𝑛𝑎𝑚𝑒] = 𝑆𝑒𝑞𝑢𝑒𝑛𝑡𝑖𝑎𝑙𝑀𝑜𝑑𝑒𝑙(𝑚𝑜𝑑𝑒𝑙_𝑎𝑟𝑐ℎ𝑖𝑡𝑒𝑐𝑡𝑢𝑟𝑒);
/* fit the model for appliance_name */

𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔_𝑚𝑜𝑑𝑒𝑙[𝑎𝑝𝑝𝑙𝑖𝑎𝑛𝑐𝑒_𝑛𝑎𝑚𝑒].𝑓 𝑖𝑡(𝑡𝑟𝑎𝑖𝑛_𝑚𝑎𝑖𝑛, 𝑝𝑜𝑤𝑒𝑟, 𝑒𝑝𝑜𝑐ℎ𝑠 = 𝑛_𝑒𝑝𝑜𝑐ℎ𝑠, 𝑏𝑎𝑡𝑐ℎ_𝑠𝑖𝑧𝑒 = 𝑏𝑎𝑡𝑐ℎ_𝑠𝑖𝑧𝑒);
/* save the trained model for appliance_name to file */

𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔_𝑚𝑜𝑑𝑒𝑙[𝑎𝑝𝑝𝑙𝑖𝑎𝑛𝑐𝑒_𝑛𝑎𝑚𝑒].𝑠𝑎𝑣𝑒(𝑎𝑝𝑝𝑓𝑖𝑙𝑒𝑃𝑎𝑡ℎ);

return 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔_𝑚𝑜𝑑𝑒𝑙;

3.2.3. Event detection using thresholding methods

This enables us to determine the switching ON/OFF of individual appliances from their representational loads. To detect the 
ON event of a specific appliance 𝓁, we need to compute the threshold 𝜆(𝓁). Thereafter, Eqn. (3) is applied to map appliance load 
consumption 𝑃 (𝓁)

𝑡
to its activation state at time 𝑡 based on the computed threshold 𝜆(𝓁). This equation represents the ON event of 

appliance 𝓁 within a specified timestamp 𝑡. Formally,

𝑠
(𝓁)
𝑡

= 𝐼(𝑃 (𝓁)
𝑡

≥ 𝜆(𝓁)) (3)

where 𝑃 (𝓁)
𝑡

is the load consumption of appliance 𝓁 within the specified period 𝑡 and 𝑠(𝓁)
𝑡

represents the ON event/state of appliance 
𝓁 within this period 𝑡.

To compute the threshold 𝜆(𝓁), we adopted three thresholding methods as earlier stated, which are MPT, VST and ATE.

3.2.4. Middle-point thresholding

Threshold 𝜆(𝓁) is computed using MPT method [7] according to Eqn. (4). The method generates two clusters by splitting the 
training data using a clustering algorithm. The centroid of each cluster is then considered. Any clustering algorithm can be used 
for this purpose, however, we utilized K-means clustering algorithm due to its scalability and wide acceptance. These two centroids 
obtained using K-means clustering algorithm are represented as 𝑚(𝓁)

0 and 𝑚(𝓁)
1 for OFF and ON states respectively. Thus, 𝜆(𝓁) is fixed 

between these two values such that,

𝜆(𝓁) =
𝑚
(𝓁)
0 +𝑚

(𝓁)
1

2
(4)

3.2.5. Variance-sensitive thresholding

This thresholding method attempts to offer an improvement over the MPT method through the incorporation of standard deviation 
parameter 𝜎(𝓁)

𝑘
obtained from the data points of each cluster. This extension, for the case when 𝜎1 > 𝜎0, ensures that the data points 

in cluster 1, which represents the ON event and which are far away from 𝑚1 centroid are correctly classified. Hence, the constraint 
ensures that the threshold shift in the direction of 𝑚0 . The threshold 𝜆(𝓁) is computed according to as follows:

𝑑 =
𝜎
(𝓁)
0

𝜎
(𝓁)
0 + 𝜎

(𝓁)
1

𝜆(𝓁) = (1 − 𝑑)𝑚(𝓁)
0 + 𝑑𝑚

(𝓁)
1 (5)

3.2.6. Activation time extraction

The two thresholding methods discussed earlier (i.e. MPT and VST) fix the threshold 𝜆(𝓁) for appliance 𝓁 using the distribution 
of power measurements. In most cases, especially for multi-state appliances, due to the noise generated by the smart meters, several 
power measurements may be absent during short time intervals when the device is operating or may produce irregular peaks when 
the device is in the OFF state. Considering this behavior, [11] introduced ATE algorithm, which considered both power and time 
thresholds. The algorithm was specifically tuned for UK-DALE NILM dataset.

3.3. Proposed methods for privacy preservation

This section presents the two privacy protection mechanisms proposed in this study to reduce energy disaggregation. The first 
9

approach is based on microaggregation using Maximum Distance to Average Vector (MDAV) [38]. The second approach is based on 
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the hybridization of DFT and microaggregation (DFTMicroagg) where DFT is used to offer an additional layer of perturbation for 
energy data. These two algorithms have been recently studied in our work [23] to protect the privacy of individual daily energy 
consumption data.

Suppose there is a time series dataset of aggregated signals from individual appliance consumptions with smart meter numbers 
from each household, timestamps of energy usage and the exact aggregated loads from the appliances. This data is equivalent to 
the aggregated data that is disaggregated to constitute appliance signatures by Seq2Seq NILM algorithm. As stated earlier, this high-

frequency data (HF) from the mains smart meter are capable of revealing the consumption patterns of the households’ lifestyles 
through the signature of the individual appliances that have been aggregated. The goal is to protect this aggregated data in order to 
reduce the probability that any NILM disaggregation algorithm can correctly predict the appliance load signatures. In other words, 
we want to reduce the disaggregation risk that may be associated with disaggregating the individual appliance signatures (i.e. to
reduce inference attack on energy data). To achieve this goal, we investigate the performance of MDAV and DFTMicroagg algorithms 
as privacy protection mechanisms.

3.3.1. MDAV microaggregation

One of the microaggregation algorithms that satisfies k-anonymity [37] is MDAV. This algorithm enforces k-anonymity condition 
by ensuring that the privacy of individual records in protected data is guaranteed. To do this, each record in protected data is masked 
such that this record cannot be identified within a set of k individuals records. This study adopted MDAV because of its privacy-

preservation effectiveness as reported in the previous studies [44,23]. The procedures used by MDAV algorithm are presented in 
Algorithm 2.

Algorithm 2: MDAV.

Input: Original dataset 𝑋, anonymity level 𝑘
Output: Masked dataset 𝑋̂ satisfying k-anonymity

begin

𝐶 = ∅;

while |𝑋| ≥ 3𝑘 do

𝑥̃← mean of all records present in 𝑋;

𝑥𝑟 ← closest record to 𝑥̃;

𝑥𝑠 ← closest record to 𝑥𝑟 ;
𝐶𝑟 ← perform clustering with 𝑥𝑟 as centroid (using 𝑥𝑟 and 𝑘 − 1 most distant records from 𝑥𝑟);
𝐶𝑠 ← perform clustering with 𝑥𝑠 as centroid (using 𝑥𝑠 and 𝑘 − 1 most distant records from 𝑥𝑠);
delete entries in 𝐶𝑟 and 𝐶𝑠 from 𝑋;

𝐶 = 𝐶 ∪ {𝐶𝑟,𝐶𝑠};

if |𝑋| ≥ 2𝑘 then

𝑥̃← mean of all records present in 𝑋;

𝑥𝑟 ← closest record to 𝑥̃;

𝐶𝑟 ← perform clustering with 𝑥𝑟 as centroid (using 𝑥𝑟 and 𝑘 − 1 most distant records from 𝑥𝑟);
𝐶𝑠 ←𝑋 ⧵𝐶𝑟 (use the rest of the records to form another cluster);

𝐶 = 𝐶 ∪ {𝐶𝑟,𝐶𝑠};

else

𝐶 = 𝐶 ∪ {𝑋};

return (𝐶);

3.3.2. DFTMicroagg

Generally, given a real sequence of numbers, discrete Fourier transform (DFT) produces another sequence of complex numbers 
with the same length. DFT ensures that an equally-spaced finite sequence sample of a function are transformed to the same length of 
equally-spaced sequence of coefficients of a finite combination of complex-valued function of frequency. An inverse DFT is a Fourier 
series that uses the DFT samples as coefficients of complex sinusoids at the corresponding DFT frequencies. An inverse DFT produces 
the same sample values corresponding to the original input sequence. Thus, DFT is generally referred to as the frequency domain 
representation of the original input values. DFTMicroagg (see Algorithm 3 and [23]) benefits from microaggregation and DFT to 
provide an additional layer of perturbation to microaggregation procedures.

The number of coefficients for DFTMicroagg is obtained by,

𝑐𝑜𝑒𝑓𝑓 = 𝑇

𝑖
(6)

where 𝑇 is the number of time stamps based on the standard representation format of the aggregated dataset, 𝑖 represents a constant 
that enforces privacy, which is chosen by the utility company to protect the aggregated data.

4. Experimental setup

All methods discussed are implemented in Python. NILMTK and NILMTK-Contrib API [5] were used for energy disaggregation. We 
use Intel(R) Core𝑇𝑀 i9-8950H CPU Dell Laptop with @2.90 GHz 1TB HDD 32 GB RAM and GeForce GTX 1050 Ti with Max-Q Design, 
10

and CUDA version 11.2. The batch size and number of epochs for Seq2Seq algorithm are set to 32 and 50 respectively. UK-DALE 
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Algorithm 3: DFTMicroagg.

Input: Original dataset 𝑋, anonymity level 𝑘,

𝑐𝑜𝑒𝑓𝑓 ∶ − an integer value for the number of coefficients of DFT to retain.

Output: Masked dataset 𝑋̂ satisfying k-anonymity

begin

𝑡𝑜𝑡𝑎𝑙𝑡𝑠 ← total time stamps from 𝑋;

if 𝑖𝑠-𝑒𝑣𝑒𝑛(𝑐𝑜𝑒𝑓𝑓 ) then

𝑅𝑒𝑎𝑙-𝑖𝑛𝑑𝑖𝑐𝑒𝑠 = 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒(1, 𝑐𝑜𝑒𝑓𝑓 , 2);
𝐼𝑚𝑎𝑔-𝑖𝑛𝑑𝑖𝑐𝑒𝑠 = 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒(2, 𝑐𝑜𝑒𝑓𝑓 , 2);
𝑑𝑓𝑡-𝑓𝑓𝑡 ← compute DFT on 𝑋 based on 𝑅𝑒𝑎𝑙-𝑖𝑛𝑑𝑖𝑐𝑒𝑠 and 𝐼𝑚𝑎𝑔-𝑖𝑛𝑑𝑖𝑐𝑒𝑠;

else

𝑅𝑒𝑎𝑙-𝑖𝑛𝑑𝑖𝑐𝑒𝑠 = 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒(1, 𝑐𝑜𝑒𝑓𝑓 , 2);
𝐼𝑚𝑎𝑔-𝑖𝑛𝑑𝑖𝑐𝑒𝑠 = 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒(2, 𝑐𝑜𝑒𝑓𝑓 + 1, 2);
𝑑𝑓𝑡-𝑓𝑓𝑡 ← compute DFT on 𝑋 based on 𝑅𝑒𝑎𝑙-𝑖𝑛𝑑𝑖𝑐𝑒𝑠 and 𝐼𝑚𝑎𝑔-𝑖𝑛𝑑𝑖𝑐𝑒𝑠;

𝑋-𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑 ← compute inverse FFT using 𝑑𝑓𝑡-𝑓𝑓𝑡 and 𝑡𝑜𝑡𝑎𝑙𝑡𝑠;
𝑋̂ ←𝑀𝐷𝐴𝑉 (𝑋-𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑, 𝑘);
return (𝑋̂);

and REFIT NILM datasets have been considered. Section 4.1 described the detail of the two datasets. We re-sampled both appliance 
and aggregated data using 1 min (60 s) period during the energy disaggregation experiment. This enables proper alignment of both 
aggregated and appliance-level signals during energy disaggregation phase. The same sampling frequency was used to compute the 
threshold values from the appliance data. Section 4.2 presents the training and testing configurations used during the three attack 
scenarios discussed in Section 3.2.1.

During microaggregation and DFTMicroagg implementation, the value of K was set to 5 and DFT coefficient was 14,400 for the 
two datasets, where the value of 𝑖 has been fixed to 6 (see Eqn. (6)). However, due to the high sampling frequency of UK-DALE 
and REFIT datasets, subset-based microaggregation was performed when running MDAV and DFTMicroagg to protect individual 
appliance load signatures. Therefore, during microaggregation phase, each dataset has been partitioned into two subsets based on 
12 hours sampling.

4.1. Datasets

This study considered two datasets that are publicly available. They are widely used in NILM energy disaggregation domain. 
These datasets are UK-DALE [26] and REFIT [45]. The first dataset, UK-DALE, contains five (5) households data. In UK-DALE 
dataset, aggregate apparent mains power was recorded by the appliance sub-meters for each of the households. This was sampled 
every six (6) seconds. In addition, Household 1, 2 and 5 in UK-DALE dataset also have per-second measurements for both active 
and reactive mains power. Conversely, REFIT dataset has 20 households with 8 seconds of sampled data for both aggregate and 
appliance-level meters.

4.2. Training and testing periods

Three experimental settings were configured for simulating the three attack cases earlier discussed. The first inference attack case 
involves the use of household 2 data based on active power for both aggregate and appliance-level smart meters. For this scenario, 
4 months data was used for training covering a period from 20/05/2013 to 20/09/2013, and the testing was done based on about 
1 month data covering a period from 21/09/2013 to 10/10/2013 using UK-DALE dataset. Household 2 in REFIT dataset was also 
utilized in this scenario based on active power for both mains and appliance smart meters. For this dataset, the training period starts 
on 17/09/2013 and ends on 17/01/2014. The testing period starts from 01/03/2014 and ends on 01/04/2014.

The second case of the attack simulation utilizes household 2 data to develop the Seq2Seq model, which was then tested using 
household 1 data. For this case, the training covers a period from 20/05/2013 to 20/09/2013, and the testing covers a period 
from 21/09/2013 to 10/10/2013 using UK-DALE dataset. Conversely, for REFIT dataset, Seq2Seq algorithm was trained and tested 
using household 2 and 5 respectively. The training starts on 17/09/2013 and ends on 17/01/2014, and the testing period starts on 
01/03/2014 and ends on 01/04/2014.

In the third inference attack scenario, the training of the Seq2Seq algorithm was based on UK-DALE household 2 data and the 
resulting model was tested based on REFIT household 2 data. In this case, the training starts on 20/05/2013 and ends on 20/09/2013. 
The testing starts on 01/03/2014 and ends on 01/04/2014.

4.3. Threshold computation

This section presents the threshold results computed using appliance-level training data. The value of the threshold for ATE in 
[11] was used for REFIT and UK-DALE datasets. This helps us to test the efficacy of the threshold method in [11] on the two datasets. 
Nevertheless, the ON power threshold values were calculated for MPT and VST methods using individual appliance-level data as 
11

shown in Table 2 for both datasets.
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Table 2

Computed threshold values for ON power in Watt based on UK-DALE and REFIT.

Appliance UK-DALE REFIT

ATE MPT VST ATE MPT VST

Washing machine 20.0 864.49 219.8 20.0 1028.20 592.29

Fridge 50.0 47.85 18.73 50.0 44.73 3.85

Dish washer 10.0 1054.8 146.22 10.0 1100.99 669.62

Microwave 200.0 562.56 72.30 200.0 555.67 67.51

Kettle 2000.0 1059.66 117.34 2000.0 1359.92 241.59

Table 3

Disaggregation risk results for attack scenario 1 for each appliance based on UK-DALE and 
REFIT datasets before applying privacy protection mechanisms.

Appliance UK-DALE REFIT

ATE MPT VST ATE MPT VST

Washing machine 0.87 0.48 0.62 0.56 0.44 0.70

Fridge 0.96 0.96 0.99 0.75 0.80 0.99

Dish washer 0.98 0.98 1.00 0.93 0.64 0.81

Microwave 0.83 0.62 0.89 0.00 0.00 0.00

Kettle 0.90 0.95 0.99 0.41 0.55 0.72

5. Results and discussion

Here, we present the disclosure risk results for the individual appliances based on the three cases of inference attack that we 
investigated. This section also presents the equivalent results obtained when the proposed privacy-preserving mechanisms (MDAV 
and DFTMicroagg) were applied for hiding individual appliance load signatures that are present in the aggregated signals.

5.1. Inference attack simulation results

5.1.1. Scenario 1: inference attack on the same household data

In this attack scenario, Seq2Seq model was trained and tested using data from the same household in the same dataset. Fig. 7

presents sample performance of the Seq2Seq deep learning model during the training process. After the training process is completed 
and the testing has been performed, events detection using the three thresholding methods are then employed to enable us compute 
the disclosure risk probability. Table 3 presents the disclosure risk of individual appliances using Seq2Seq energy disaggregation 
model for individual appliance loads disaggregation and the three threshold methods for event detection. The privacy leakage is 
computed based on the disaggregation risk for each appliance due to the success rate of Seq2Seq model in predicting the signature 
of each appliance before applying the proposed privacy protection methods. The disaggregation risk results of the three threshold 
techniques are very close, confirming that the three methods have the tendency of revealing the ON power states of the individual 
appliances. However, for this scenario, there is a challenge with the three methods to accurately predict the positive states/events of 
microwave appliances on REFIT dataset. Considering UK-DALE dataset, the results obtained in this table show that VST outperformed 
the other two methods by revealing the signatures of four out of five appliances with the highest probability. This probability implies 
the level of disaggregation risk as previously emphasized. For REFIT dataset, VST also outperformed the other three methods for 
event detection. In the majority of cases, the results show the ability of Seq2Seq NILM algorithm in disaggregating each appliance 
signature. In this scenario, we observed a high probability showing that attacker can successfully disaggregate individual appliance 
signatures using a pre-trained Seq2Seq model on the same household data.

Table 4 and Table 5 show the equivalent results when MDAV and DFTMicroagg were implemented as privacy protection methods. 
It can be seen that DFTMicroagg offers slight improvement (not in all cases) as compared to the results produced if MDAV algorithm is 
applied as a standalone protection method. This can be seen in the case of the washing machine for ATE threshold method. Similarly, 
for fridge appliance on REFIT with ATE and MPT methods. However, both MDAV and DFTMicroagg exhibit close performance 
and they reduce the disaggregation risk of publishing the aggregated signals in their original form without applying any privacy 
protection mechanism (see Table 3 for comparison). For dish washer and washing machine in both datasets ATE gave the highest 
disclosure risk after applying the two privacy protection methods. In case of fridge, the highest disaggregation risk can be seen with 
the result produced by VST method. For microwave, VST also gave the highest disclosure risk. Although the disaggregation risks of 
the appliances were reduced after applying the two privacy protection methods, the results still confirmed that VST and ATE tried to 
reveal the behavioral patterns of the appliances. We observed that the disaggregation risk of fridge is still on the high side even after 
applying the proposed privacy protection mechanisms. This can be attributed to the usage patterns of fridge appliances because this 
device is always in the ON state in the majority of the timestamps in the two datasets, making it difficult to completely lower the 
12

disaggregation risk for this particular appliance.
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Fig. 7. Sample training runs of Seq2Seq for scenario 1 using UK-DALE.

Table 4

Disaggregation risk results for attack scenario 1 for each appliance based 
on UK-DALE and REFIT datasets after MDAV microaggregation.

Appliance UK-DALE REFIT

ATE MPT VST ATE MPT VST

Washing machine 0.12 0.04 0.04 0.03 0.00 0.00

Fridge 0.80 0.82 0.98 0.29 0.35 0.99

Dish washer 0.34 0.03 0.12 0.05 0.00 0.00

Microwave 0.05 0.01 0.14 0.00 0.00 0.00

Kettle 0.00 0.00 0.00 0.00 0.00 0.01

Table 5

Disaggregation risk results for attack scenario 1 for each appliance based 
on UK-DALE and REFIT datasets after DFTMicroagg.

Appliance UK-DALE REFIT

ATE MPT VST ATE MPT VST

Washing machine 0.10 0.05 0.04 0.01 0.00 0.00

Fridge 0.79 0.82 0.98 0.16 0.18 0.99

Dish washer 0.34 0.04 0.14 0.02 0.00 0.00

Microwave 0.07 0.00 0.11 0.00 0.00 0.01

Kettle 0.00 0.00 0.00 0.00 0.00 0.00
13
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Fig. 8. Scenario 1 - Ground truth and Predicted load consumptions of the Seq2Seq NILM algorithm on REFIT dataset for the appliances before applying privacy 
protection methods.

Comparatively, Fig. 9 and 10 further show how the proposed privacy protection mechanisms have been able to prevent Seq2Seq 
energy disaggregation algorithm from accurately predicting the individual appliance load signatures when compared with the results 
in Fig. 8 where the privacy protection method was not implemented. We show the results for REFIT dataset only for this scenario 
because of the space constraint. The figures also show the reason why the disaggregation risk of the fridge appliance is still on the 
high side due to the frequency of usage of this appliance.

5.1.2. Scenario 2: inference attack on different households in the same dataset

Table 6 presents the results of the disclosure risk based on inference attack on different households using the same dataset. 
Comparing these results with the first scenario of inference attack, it was observed that the disclosure risk of microwave and washing 
machine reduces. Although the results of the threshold methods are close as observed in the previous scenario, however, ATE and VST 
outperformed MPT except in the case of fridge and kettle where MPT slightly outperformed ATE. VST gave the highest disaggregation 
risk when considering fridge appliance. In fact, VST produced 100% disaggregation risk, which confirmed that this method can reveal 
the signature of appliances with frequent usage patterns as well as appliances with ON/OFF state as in the case of kettle for the two 
datasets when compared with the other methods. Nevertheless, it can be seen that the probability of revealing individual appliance 
signatures is observable and this poses privacy risk to the individual households’ lifestyles. In all cases, the results further confirmed 
that Seq2Seq NILM algorithm is a good candidate deep learning algorithm for energy disaggregation as we can observe a high level 
of disaggregation risk for the different appliances. We further check in the subsequent paragraph if the application of the two privacy 
14

protection methods can lower this disclosure risk.



Information Sciences 662 (2024) 120211K.S. Adewole and V. Torra

Fig. 9. Scenario 1 - Ground truth and Predicted load consumptions of the Seq2Seq NILM algorithm on REFIT dataset for the appliances after applying MDAV 
microaggregation algorithm.

Table 6

Disaggregation risk for attack scenario 2 for each appliance based on UK-

DALE and REFIT datasets before applying privacy protection mechanisms.

Appliance UK-DALE REFIT

ATE MPT VST ATE MPT VST

Washing machine 0.26 0.13 0.15 0.41 0.01 0.10

Fridge 0.88 0.89 0.99 0.55 0.64 0.99

Dish washer 0.93 0.70 1.00 0.92 0.10 0.44

Microwave 0.40 0.19 0.57 0.00 0.00 0.03

Kettle 0.51 0.73 0.85 0.36 0.56 0.77

Similarly, Table 7 and Table 8 show the equivalent results when MDAV and DFTMicroagg were implemented as privacy protection 
methods against inference attack scenario 2. Similar results to the one obtained in Scenario 1 were observed. This confirmed the 
consistency of the proposed mechanisms. We also observed from the results in these tables that VST and ATE compete with each other 
in revealing the signatures of the appliances. In the case of fridge, VST produced the highest energy disaggregation risk. Furthermore, 
both privacy protection methods produced promising results by lowering the disaggregation risks associated with disaggregating the 
individual appliances in the aggregated signals as compared to the results in Table 6 when privacy protection method has not been 
15

applied.



Information Sciences 662 (2024) 120211K.S. Adewole and V. Torra

Fig. 10. Scenario 1 - Ground truth and Prediction load consumptions of the Seq2Seq NILM algorithm on REFIT dataset for the appliances after applying DFTMicroagg 
algorithm.

Table 7

Disaggregation risk for attack scenario 2 for each appliance based on UK-

DALE and REFIT datasets after applying MDAV microaggregation.

Appliance UK-DALE REFIT

ATE MPT VST ATE MPT VST

Washing machine 0.19 0.01 0.10 0.02 0.00 0.00

Fridge 0.77 0.79 0.98 0.36 0.42 0.96

Dish washer 0.31 0.19 0.26 0.01 0.00 0.00

Microwave 0.01 0.00 0.03 0.02 0.00 0.07

Kettle 0.00 0.00 0.00 0.00 0.00 0.00

5.1.3. Scenario 3: inference attack on different households from different datasets

The results of this experiment are shown in Table 9. The table presents the disclosure risk of each appliance when Seq2Seq was 
trained with UK-DALE data and tested with REFIT data. In this case, the attacker is targeting to obtain useful information regarding 
appliance consumption patterns in the households in REFIT dataset. We observed a high success rate of the NILM algorithms despite 
the differences in the data utilized for both training and testing (with the exception of washing machine). We noticed that the 
16

algorithms successfully disaggregate microwave signatures in REFIT datasets using a pre-trained model with UK-DALE data during 
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Table 8

Disaggregation risk for attack scenario 2 for each appliance based on UK-

DALE and REFIT datasets after applying DFTMicroagg.

Appliance UK-DALE REFIT

ATE MPT VST ATE MPT VST

Washing machine 0.18 0.00 0.11 0.00 0.00 0.00

Fridge 0.74 0.77 0.97 0.23 0.27 0.92

Dish washer 0.31 0.19 0.25 0.00 0.00 0.00

Microwave 0.04 0.01 0.05 0.00 0.00 0.00

Kettle 0.00 0.00 0.01 0.00 0.00 0.00

Table 9

Disaggregation risk for attack scenario 3 for each 
appliance in UK-DALE and REFIT datasets before 
applying privacy protection methods.

Appliance UK-DALE and REFIT

ATE MPT VST

Washing machine 0.12 0.01 0.04

Fridge 0.81 0.83 0.99

Dish washer 0.99 0.83 0.99

Microwave 0.44 0.22 0.61

Kettle 0.54 0.73 0.87

Table 10

Disaggregation risk for attack scenario 3 for each 
appliance in UK-DALE and REFIT datasets after 
applying MDAV algorithm.

Appliance UK-DALE and REFIT

ATE MPT VST

Washing machine 0.05 0.00 0.02

Fridge 0.66 0.69 0.95

Dish washer 0.09 0.01 0.03

Microwave 0.00 0.00 0.01

Kettle 0.00 0.00 0.00

Table 11

Disaggregation risk for attack scenario 3 for each 
appliance in UK-DALE and REFIT datasets after 
applying DFTMicroagg algorithm.

Appliance UK-DALE and REFIT

ATE MPT VST

Washing machine 0.01 0.00 0.00

Fridge 0.78 0.79 0.95

Dish washer 0.01 0.00 0.00

Microwave 0.00 0.00 0.00

Kettle 0.00 0.00 0.00

the inference attack simulation to infer useful information from the target households. The findings further confirmed that Seq2Seq 
NILM algorithms can successfully reveal the load consumption patterns of individual appliances in aggregated signals. For this 
scenario, VST produced the highest performance except in the case of washing machine where ATE outperformed the other two 
event detection methods.

Nevertheless, the results obtained after applying the proposed privacy protection mechanisms provide promising privacy guar-

antees for individual households based on their energy usage patterns. Table 10 and 11 also confirmed the efficacy of MDAV and 
DFTMicroagg algorithms respectively as effective privacy protection mechanisms to reduce energy disaggregation risk. These algo-

rithms reduced the ability of Seq2Seq disaggregation algorithm to accurately predict the energy consumed by the individual appliance 
for this inference attack scenario. Promising results were achieved across the three threshold methods that have been considered 
in this study. For instance, in the case of ATE, washing machine disaggregation risk was reduced from 12% to 1%. Dish washer 
disaggregation risk was reduced from 99% to 9% for MDAV and to 1% for DFTMicroagg. Disaggregation risk for Microwave and 
Kettle was reduced from 44% and 54% respectively to 0% when MDAV and DFTMicroagg algorithms were used. Similar results were 
17

achieved for MPT and VST where MDAV and DFTMicroagg were able to significantly reduce the disaggregation risk associated with 
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Fig. 11. Washing machine energy consumption patterns in the aggregated signal before and after applying privacy protection mechanisms.

disaggregating the individual household lifestyles. However, we noticed a similar result in the case of fridge as previously observed 
in other attack scenarios. This is because the activation period for fridge spans almost the entire timestamps of the datasets and 
this does not present a clear pattern of usage as to when the appliance is in the OFF state. This accounts for the increase in the 
disaggregation risk for fridge as compared with the results obtained based on the other appliances.

5.2. Impact on signal structure

Fig. 11 shows that both MDAV and DFTMicroagg algorithms have introduced some distortions in the aggregated signal as com-

pared to the original signal before applying privacy protection mechanisms. It can be seen that the aggregated signal resulting from 
the application of MDAV and DFTMicroagg cannot be clearly linked to the original aggregated signal (e.g. washing machine signature 
as a sample case). This result further confirmed the applicability and usefulness of the two privacy-preserving methods for smart 
grid data publishing. From these figures, it can also be seen that the patterns of other appliances in the background have also been 
successfully hidden after applying the proposed mechanisms.

5.3. Comparison with existing NILM studies

In this section, we compare the performance of our adapted Seq2Seq model with existing NILM studies. While existing studies 
in NILM focus on energy disaggregation and optimization, our objective with the NILM part of this research is to create Seq2Seq 
deep learning model that can generate attack models for inference attacks on the individual households as presented in the different 
scenarios. The disaggregation risk in Eqn. (1) helps in correctly modeling the power of an adversary in terms of the probability of 
predicting which load is in operation at a specific time of the day. It also helps in avoiding class imbalance problem that is associated 
with energy data. However, to compare our approach with existing studies in NILM, we conducted experiment where metrics such 
as F1-score and MAE are computed. We compute specific metric as used in each of the studies. The result of our Seq2Seq model for 
F1-score is based on VST thresholding. It is also important to mention that this comparison is based on the first scenario of our study 
as this is the case that is closely related to the existing studies that we used for comparison. Table 12 provides the detail of the results 
for UK-DALE dataset. As observed from this table, our proposed Seq2Seq for the attack modeling provides comparable results with 
the state-of-the-arts. We achieved the highest F1-score for Washing machine, Microwave and Kettle. The model in [30] produced the 
highest F1-score for Fridge and Dish washer. The F1-score of our proposed model is closer to the one in [30]. In terms of the MAE, 
our proposed model produced lowest error for Washing machine, Dish washer, Microwave and Kettle while that of [30] achieved the 
18

lowest MAE for Fridge.
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Table 12

Comparison of the results of our adapted Seq2Seq architecture with existing NILM studies based 
on UK-DALE.

Metrics Methods Washing M. Fridge Dish W. Microw. Kettle

F1-score Luan et al. [28] 52.30 82.90 48.90 35.7 90.20

Zhou et al. [29] 84.80 74.00 86.80 43.40 87.30

Dash et al. [30] 97.30 88.00 99.28 94.20 96.06

Proposed 99.00 72.00 99.00 99.10 98.01

MAE Kelly et al. [11] 163.47 38.45 237.96 14.56 13.00

Dash et al. [30] 42.48 10.78 17.47 20.47 50.65

Zhang et al. [12] 10.15 20.89 27.704 8.66 7.44

Proposed 6.32 14.66 7.32 3.93 4.36

Table 13

Comparison of the results of our adapted Seq2Seq architecture with existing NILM studies 
based on REFIT.

Metrics Methods Washing M. Fridge Dish W. Microw. Kettle

F1-score Luan et al. [28] 53.60 73.00 38.5 67.80 49.8

Dash et al. [30] 94.70 63.78 96.97 96.27 99.20

Proposed 98.89 66.00 99.00 98.90 99.00

MAE Luan et al. [28] 18.60 22.10 11.20 9.50 15.50

Dash et al. [30] 78.48 21.49 37.45 13.56 16.92

Proposed 20.98 18.23 39.55 5.32 17.41

Similarly, Table 13 presents the comparison of our approach with existing NILM studies based REFIT dataset. It can be seen that 
the proposed model achieved the highest F1-score for Washing machine, Dish washer and Microwave, as well as the lowest MAE for 
Fridge and Microwave. The model in [28] produced the lowest MAE for the remaining three appliances. Nevertheless, our proposed 
model produced promising MAE for REFIT dataset that is comparable to the state-of-the-art methods.

6. Conclusion

In this paper, we establish a new measure of disclosure risk called energy disaggregation risk. We demonstrate the capability 
of Seq2Seq deep learning NILM algorithm in predicting the load signatures of individual appliances that constitute aggregated 
power signals. Seq2Seq NILM algorithm produced significant results for energy disaggregation tasks. The ability of deep learning 
NILM algorithms to automatically learn the load signature of appliances has a significant impact on the load disaggregation results. 
Additionally, we consider three threshold methods for event detection, which are used to detect the signature of each appliance based 
on the energy consumption predicted by Seq2Seq NILM algorithm. The results obtained show that VST and ATE event detection 
methods produced high disaggregation risk on the two publicly available datasets that we considered. This implies that the methods 
can successfully detect appliance signature with high level of confidence. Therefore, this study revealed that publishing smart grid 
data without the application of data anonymization violates individual household lifestyles.

To further confirm the level of disclosure risk that is associated with energy disaggregation, we simulated three inference attack 
scenarios. The findings show that the possibility of executing successful inference attacks on smart grid data is on the high side. 
Particularly, out of the three event detection methods that we studied, VST produced the highest disaggregation risk confirming that 
this method has the highest probability of inferring household lifestyle. This result is followed by the ATE method. For instance, for 
the first scenario of inference attack on UK-DALE dataset, VST produced disaggregation risk of 99%, 100%, 89% and 99% for fridge, 
dish washer, microwave, kettle respectively. Similar pattern of result was obtained in the case of REFIT dataset. The implication 
of this result is that Seq2Seq in combination with VST method for event detection can successfully reveal household lifestyles. VST 
produced similar pattern of result in the case of second and third scenarios of inference attacks. The results empirically validate 
our notion of disaggregation risk. In all cases, the results confirmed the efficacy of Seq2Seq NILM algorithm and the possibility of 
launching inference attack on smart grid data.

To prevent infringement on the privacy of individual household lifestyles, we investigated the performance of two privacy pro-

tection mechanisms. The results, after applying these mechanisms, show that DFTMicroagg offered slight improvement over MDAV 
algorithm for smart grid data anonymization. These algorithms lower the disclosure risk associated with each appliance. Particularly, 
for UK-DALE dataset the disaggregation risk results of VST for the first scenario were reduced to 98%, 14%, 11% and 0% for fridge, 
dish washer, microwave, kettle respectively. The REFIT disaggregation risk result for this scenario was reduced to 0% except in the 
case of fridge. We observed similar pattern of results for other scenarios. We also observed a specific case for the fridge disaggrega-

tion results where the two mechanisms failed to reduce the disaggregation risk. The reason can be attributed to the fact that fridge 
is mostly in the ON state in the majority of the timestamps as observed in the two datasets and based on their real energy usage 
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patterns.
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Nevertheless, to improve the privacy of smart grid data before publishing, the proposed approach can be employed to hide 
individual appliance signatures that constitute aggregated power data. This will prevent attackers from inferring load signatures of 
appliances and consequently protect individual households’ lifestyles. These mechanisms prevent NILM algorithms from accurately 
predicting the load consumption of individual appliances and their ON events based on the established disaggregation risk metric.

Furthermore, the findings from this paper also confirmed that the proposed mechanisms have introduced some distortions in the 
aggregated signal making it difficult to link original signals with the protected signals. This prevents attackers from directly inferring 
a specific appliance signature from the aggregated signal. Future work can focus on hierarchical protection techniques for multilevel 
privacy protection in smart grids. Additionally, future research can also consider reducing the computational requirements of mi-

croaggregation for high-frequency smart grid data with a large number of households and evaluating different values of parameter k 
for sensitivity analysis. Measuring uncertainty of the proposed approach can be considered in the future work.
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