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Abstract

This thesis presents an investigation regarding the playing styles of football teams in Allsvenskan, the biggest
football competition in Sweden, using clustering analysis. The research makes use of data pre-processing,
feature engineering, and K-Means clustering to identify di erent, distinct, clusters that aim to represent
di erent playing philosophies. The dataset undergoes pre-processing, including cleaning and normalization,
to ensure good quality for performing clustering analysis. Plenty of features are, with caution, engineered
to capture dominance in possession, physical intensity, and defense qualities. The resulting clusters reveal
various playing styles, ranging from possession-based teams to physically intense counter-attacking teams.
The practical implications of the analysis are discussed, highlighting the value for Football Analytics Sweden
and their clients in areas such as team composition and match strategies. Future work suggestions include
investigating how playing styles change when teams take the lead or concede, as well as using the model
with real-time data for media purposes. The framework delivery to the company includes Python scripts
for data processing and visualization, as well as the clustering model implementation. The comprehensive
report documents the methodology, results, and practical implications. This thesis contributes to football
analytics by uncovering playing styles, empowering decision-making processes, and providing a foundation
for future research.
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Sammanfattning

Detta examensarbete presenterar en undersakning om spelstilarna hos fotbollslag i Allsvenskan, den hegsta
fotbollsdivisionen i Sverige, med hplp av klusteranalys. Undersskningen anvander sig utav datalrberedelse,
analys av egenskaper i datan samt K-Mean klusterteori fr identi era olika, distinka kluster som syftar till
att representera olika spelstilar. Datamangden genomgr ®rberedelse, inklusive rengering och normalisering,
for att sakerstalla god kvalitet for utierande av klusteranalys. Mnga variabler raknas ut fin datamangden

med syfte attdnga dominans i bollinnehav, fysisk intensitet och fersvars®rragor. De resulterande klustren
avsbjar olika spelstilar, fan bollinnehavsbaserad lag till fysiskt intensiva lag. De praktiska implikationerna
av analysen diskuteras och betonar vardet for Football Analytics Sweden och deras kunder inom omaden
som lagkomposition och matchstrategier. Framtida frslag for examensarbeten inkluderar att underseka hur
spelstilar @randras mar lag tar ledningen eller slpper in mal, samt anvanda modellen med realtidsdata fer
medieandamal. Ramverket som levereras till ®@retaget inkluderar Python-skript for datalerberedelse samt
visualisering, samt implementering av klustermodellen. Den omfattande rapporten dokumenterar metodiken,
resultaten och de praktiska implikationerna. Detta examensarbete bidrar till fotbollsanalys genom att de-
tektera spelstilar, underfatta beslutsprocesser och ge en grund fr framtida forskning.
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1 Introduction

1.1 Background

In modern-day football, the utilization of data analysis has become increasingly popular among teams trying
to stay one step ahead of their opponents. By collecting and analyzing data, teams aim to identify patterns
and trends that enable them to make well-informed decisions regarding player scouting, strategies and in-
game adjustments.

One of the trailblazers in football data analysis is Mathew Benham, the owner of Brentford FC, which
currently plays in the English Premier League. Benham made a name for himself as a professional gambler,
using statistical analysis to identify lucrative betting opportunities. He applied the same data-driven ap-
proach to football and became the owner of Brentford FC in 2012, by holding a majority stake. Benham's
data-driven approach has been a true factor behind Brentford FC's recent success on and o the pitch,
as the club has embraced innovative methods for scouting new players as well as analyzing performances
of the players (Lyall, 2022). Under Benham's leadership, Brentford implemented a new scouting system
that relied heavily on data analysis. The club assembled a team of analysts tasked with gathering and
processing extensive information about players, encompassing performance statistics, physical attributes,
and psychological pro les. Possessing all this data enabled them to identify undervalued players and recruit
them at a cost-e ective rate. Moreover, Brentford used data analysis to improve their tactical strategies.
The club developed a system, known as Moneyball, that emphasizes possession, pressing, and the creation
of high-quality scoring opportunities over a high volume of shot attempts. The dividends of this approach
were indeed very good, as Brentford secured promotion to the English Premier League in 2021 for the rst
time in the history of Brentford FC. Their success has inspired other teams to embrace a more data-driven
approach, with many now allocating substantial resources to analytics and enlisting dedicated data scientists
to spearhead their endeavors.

According to Statsbomb !, traditional statistical metrics such as possession percentage and shots on
target provide an incomplete picture of a team's playing style (Sharpe, 2022). Instead, the author proposes
a combination of statistical modeling techniques and expert analysis to gain a more nuanced understanding
of how a team plays. Sharpe outlines a methodology for modelling playing style that involves collecting and
analyzing data on a wide range of factors including pass completion rates, defensive pressure and attacking
movement. These are examples of variables that will be related to this master thesis since according to
Statsbomb, they can be used to develop statistical models that can predict a team's playing style based on
various factors such as the levels of possession, game intensity and defensive metrics (Sharpe, 2022).

1.2 Football Analytics Sweden

Football Analytics Sweden ? is a company that o ers analytical solutions tailored for football teams. By
integrating data with machine learning, their services empower football teams, club managers, and coaches
to make informed decisions that optimize both on- and o - eld outcomes. The company's range of services
includes player scouting, performance analysis, and tactical insights. Additionally, they provide advanced
data visualization and reporting tools, enabling teams and coaches to gain deeper insights from the collected
data. Ultimately, Football Analytics Sweden aims to equip their customers with a competitive advantage to
use the power of data and analytics.

1.3 Project description

This thesis aims at using data analysis to identify di erent playing styles and categorizing football teams
accordingly to the di erent playing styles. Its primary objective is to develop a clustering model that can
distinguish di erent playing styles based on the underlying data. In the context of football, underlying data
refers to statistical metrics and data points that are collected and analyzed to gain deeper insights into the
performance of football teams and players. These data points are variables such as passing accuracy, shots
taken, tackles won, distance covered, and other signi cant metrics that may shed light on a team's strengths

Lhttps://statsbomb.com
2https://www.playmaker.ai



and weaknesses in terms of playing style. Note that the modelling considered in this project would be limited
to the data that Football Analytics Sweden has collected.

2 Data

The raw dataset, which is received from the company, generally contains information about both home and
away teams, results in terms of expected goals (xG), the corresponding season, nal score, date and most
importantly, match events. Match events are, for example, a pass or a shot on target. The events are in
JSON-format and do not only contain information about being a pass or a shot on target but also at what
time during the match and where on the pitch's coordinates it has happened. Table 1 showcases a dataset
from the match played between Varnamo and IFK GBG in the season of 2022 for which 2554 events are
recorded. We have received similar datasets for every match played in Allsvenskan between 2018-2022. In
Table 1, we show how a match event looks like.

Table 1: Example of data representation for the match between Varnamo and IFK Geteborg that took place
on 22-04-03. The nal score was 2-1. In total there were 2554 match events, which can be everything from
an accurate pass to a shot on target.

Away-team | Season| Home-team XG Events Seasory | Score Date
Varnamo 2022 | IFK Geteborg | [0.83, 1.41]| eventy id [2,1] | 22-04-03
Varnamo 2022 | IFK Geteborg | [0.83, 1.41]| event, id [2,1] | 22-04-03
Varnamo 2022 | IFK Geteborg | [0.83, 1.41] id [2,1] | 22-04-03
\Varnamo 2022 | IFK Geteborg | [0.83, 1.41]| eventyssa id [2,1] | 22-04-03

To further illustrate the data representation of match events, i.e. Column 5 of Table 1, we next provide
an example of an accurate pass.

Accurate pass: “xdest: 33, 'xpos': 43, "header: False, ‘nextplayer: R. Tihi, ‘gametime" 2, ‘ypos"
64, "xg": None, ‘ydest: 50, ‘player: W. Kenndal, “penalty’: False, ‘endtime: 143, ‘team' “Varnamo',
“action: "Pass accurate', "xp": 0.87230301542333, ‘throwin': False, “externalid: 63, “starttime": 140, “xt"
-0.000755451689089.

The above event describes an accurate pass according to which W. Kenndal, who is a player of Varnamo,
passes the ball from (xdest=33, ydest=50) to R. Tihi who is in the position (xpos=43, ypos=64) in the
pitch. According to Football Analytics Sweden's model, the probability of making such an accurate pass is
0.87, for which the expected goal (xG) is zero since it was not a shooting attempt. Furthermore, this pass
brought a negative expected threat (xT) -0.0008 due to being a pass in a negative direction (ydest = 50,
ypos = 43) with respect to the goal.

The events under consideration possess valuable information. They provide insights into various aspects,
such as the type of action (event) performed, the location of occurrence in terms of pitch coordinates, the
involved players, and the associated expected threat (xT) and expected goals (xG), among other things. To
facilitate further analysis, all the events were processed and organized into a pandas DataFrame, displayed
in Table 2. This tabular representation o ers a comprehensive overview of all match events.

3 Theory

3.1 Euclidean distance

The Euclidean distance between two pointsP and Q, typically denoted as P = (x1;y1) and Q = (Xz;Y2), is
de ned as

d(P;Q) = P (X2 Xx1)2+(y2 Y&



In our analysis, the Euclidean distance is employed to compute passing distances. To measure the passing
distances, we make use of th& and Y coordinates of the passing and receiving players. In the examples of
events section from Table 1, the X and Y coordinates refers to "xpos' and "xdest' variables in the event le.

3.2 Eigenvalue

Eigenvalues are used to understand the properties of a matrix. In simple terms, an eigenvalue is a scalar
that represents how an operation a ects a vector when multiplied by a matrix. Speci cally, if A is a square
matrix and is an eigenvalue of A, then there exists a non-zero vector x such thadx = x:
In other words, multiplying A by x results in a scaled version of x, where the scaling factor is the eigenvalue
. Including eigenvalues in this thesis is necessary as they are a part of principal component analysis, which
is de ned in Section 3.7.

3.3 Eigenvector

Eigenvectors play a crucial role in various data analysis techniques. Given a square matrix A, an eigenvector
V is a non-zero vector that satis es the equation

Av = v,

where represents the eigenvalue associated with the eigenvector. In other words, when a matrix A

is multiplied by its corresponding eigenvector, the result is equivalent to scaling the eigenvector by its
eigenvalue. The eigenvectors are essential in calculating principal components (PCs), which are de ned in
3.7, as they de ne the directions in which the original variables contribute to the PCs. PCs are obtained
by combining the original variables using the coe cients given by the eigenvectors. The magnitude of the
eigenvalues associated with the eigenvectors indicates the amount of variance explained by each PC. In
summary, the eigenvectors play a crucial role in determining the PCs and understanding the contributions
of the original variables to these components.

3.4 Adjustment formula

The main argument for using possession-adjusted statistics, such as total tackles or shots, is to provide a
more accurate and fair assessment of variables that measure the team's performance and tactical approach.
Traditional statistics, such as goals scored, assists, and total passes, do not take into account the varying
levels of the team's possession during a match (Sharpe, 2022). By adjusting statistics based on possession,
it becomes possible to evaluate a team's performance relative to the opportunities they have with the ball
(Knutson, 2014). For example, possession-adjusted metrics can quantify e ectiveness in creating scoring
chances, making key passes when their team has limited possession or the eagerness to regain the ball back
when out of possession through tackles, challenges and interceptions. We next present the function that we
use for adjusting variables based on possession, which is called the Basic function.

" Basic formula (Knutson, 2014) is de ned as

Stat

BPA=Z ————— ———;
50=(100 Poss)

where "BPA' is an acronym for Basic Possession Adjusted. Compared to SPA, this is a simple linear
function that directly scales the variable based on possession. It multiplies the original variable by
the possession percentage, resulting in a scaled value. The Basic function provides a straightforward
adjustment by directly incorporating possession into the variable.

In our analysis, we incorporate this formula by applying it to the defensive and o ensive statistics we
have in our dataset such as the number of tackles, challenges and shots. When we apply it to defensive
metrics such as the number of tackles and challenges, the adjustments take into account the in uence of
possession on defensive actions. With the function applied, a higher possession percentage will result in a
boost in the defensive statistics. This adjustment helps us understand how e ective teams are in defending



when they have more possession compared to when they have less possession. It allows us to assess their
defensive performance in relation to the amount of possession they have during a match.

On the other hand, when we apply the function to o ensive statistics such as the number of shots,
the adjustments account for the impact of possession on o ensive actions. In this case, the adjustments
will decrease the o ensive statistics for higher possession percentages. This adjustment helps us analyze
the e ciency or e ectiveness of teams or players in generating scoring opportunities when they have less
possession compared to when they have more possession. It allows us to evaluate their o ensive performance
relative to the level of possession they have during a match. The application of these formulas helps to
reduce unwanted correlations between possession and defensive, as well as o ensive, variables.

3.5 Linear combination

vector addition. A linear combination can be expressed as
V=aVy+ aVvy+ + apVp:

Linear combinations are often used in the context of solving systems of linear equations, transforming data,
and nding patterns in data through techniques such as principal component analysis (PCA). PCA is a
statistical technique that uses linear combinations of variables to extract information from high-dimensional
data sets and identify the most important patterns or trends, that are next to be de ned.

3.6 Spectral decomposition

Spectral decomposition, also known as eigen-decomposition, is a fundamental technique in linear algebra
used to decompose a matrix into its eigenvectors and eigenvalues. Given a square matry, the spectral
decomposition theorem states thatA can be expressed as

A=P p !

where P is a matrix whose columns are the eigenvectors of\, and is a diagonal matrix with the cor-
responding eigenvalues ofA. In other words, spectral decomposition allows us to represent a matrix as a
combination of its eigenvectors and eigenvalues. In this thesis, spectral decomposition plays a crucial role in
calculating PCs, which is de ned in Section 3.7. By performing spectral decomposition, the eigenvalues and
eigenvectors of the covariance matrix are obtained. These eigenvalues represent the amount of variance ex-
plained by each PC, while the corresponding eigenvectors de ne the directions in which the original variables
contribute to the PCs.

3.7 Principal Component Analysis

Principal Component Analysis (PCA) is a dimension reduction technique that aims at identifying the un-
derlying structure in high-dimensional data. It involves transforming the original data into a new set of
variables, called principal components, that are linear combinations of the original variables. The principal
components are chosen such that they capture the maximum amount of variation in the data, with the rst
principal component accounting for the most variation, the second principal component accounting for the
second-most variation, and so on. Its goal is to extract the important information from dataset X and to
express this information as a new set of orthogonal variables callegrincipal components (Hene et al., 2010).
PCA is based on the eigenvalue decomposition of the covariance matrix. Given a data matriX with n
samples andm features, where the columns ofX are centered so that the mean of each column is zero, the
covariance matrix C is calculated as:

1
C==XTXx
n

The eigenvalue decomposition ofC yields the eigenvectorsv; and corresponding eigenvalues ;, where
i=1;2m:



CVi = jVj

The principal components PC are formed by taking the eigenvectors corresponding to thek largest
eigenvalues. Each principal component is a linear combination of the original features:

PCi =X v;

The fraction of the total variance explained by each principal componenti can be calculated as:

Fraction of variance explained by PG = Pmi'
ji=1 i

The algorithm for calculating principal components is in Algorithm 1.
Algorithm 1:  PCA

Input: DatasetX 2 R" ™

Output:  Principal componentsys; yz;::: Ym

Calculate the sample covariance matrix ofX , Sx .

Perform spectral decomposition onSy .

Find the largest eigenvalue, 1, and then the corresponding eigenvectoe; is the rst principal

vector (direction).

Calculate the rst principal component for each case:y; = €] (X;  X).

Find the second largest eigenvalue, the second principal vector, and calculate the second principal
component for each case.

Repeat until all principal components are obtained.

In our analysis, we use PCA to reduce the dimensionality of our dataset. The decision to reduce dimen-
sionality through PCA was driven by several factors. Firstly, high-dimensional datasets often su er from
the curse of dimensionality, where the increased number of variables can lead to computational ine ciency,
increased noise, and over tting. By reducing the dimensionality, we aimed to simplify the dataset while
retaining the most important information. Additionally, reducing the dimensions o ers visualization bene-
ts. High-dimensional datasets are challenging to visualize directly due to our limited ability to comprehend
information beyond three dimensions. Transforming the data into a lower-dimensional space can visualize
the relationships and patterns more e ectively.

However, it's important to acknowledge some drawbacks of PCA. One limitation is the loss of inter-
pretability of the resulting PCs. While PCA simpli es the dataset, the principal components may not
always be easy to interpret in terms of the original variables.

3.8 K-Means

K-Means is a clustering algorithm that aims to partition a given set of data points into K clusters. In the
standard version of the algorithm, the K clusters are assumed to be isotropic and convex, and each cluster
is de ned solely by its centroid. The algorithm is often used for cluster analysis in data mining. Given a set

of squares (WCSS). Formally, the objective is to nd:

XX
argmin kx k2
S =1 xzs

where jS;j represents the cardinality, or the number of elements, in clusterS; and Var(S;) denotes the
variance of the points within cluster S;. Variance measures the dispersion or spread of a set of data points
around their mean.

In the case of K-means clustering, the standard deviation of a cluste; can be regarded as a measure of
the compactness of the cluster, and thus K-means tries to nd clusters of approximately equal size and shape.



The algorithm starts by randomly selecting K points from the data set to serve as the initial centroid of the
clusters. Then, each data point is assigned to the closest centroid based on the distances between the data
points and centroids. After all data points have been assigned a centroid, the centroid is moved to the mean of
all the data points assigned to it. This process of assigning data points to the centroid and updating centroid
is repeated iteratively until convergence is achieved. Convergence refers to the state where the algorithm
has reached a stable solution, which means that the assignment of data points to centroids and the update
of centroids are no longer changing signi cantly with each iteration. The K-means algorithm is attractive

in practice, because it is simple and it is generally very fast. However, it has a few major limitations. For
example, the number of clusters must be pre-determined, the results depend on the initial cluster centres
and it contains the dead unit problem (Rizman Zalik, 2007). The K -Means algorithm (Gareth et al., 2022)
can be summarized as follows.

Algorithm 2:  K-Means algorithm

Input: Dataset X 2 R" ™, number of clustersK

Output: Set of K cluster centroids 1; 2;::; k

Randomly assign a number, from 1 toK , to each of the observations. These serve as initial cluster
assignments for the observations.

while the cluster assignments keep changindo

for each clusterdo
| Obtain its corresponding centroid which is the feature means of the associated observations.

end

for each observationdo
| Assign it to the cluster whose centroid is the closest based on Euclidean distance 3.1.

end
end

In our analysis, we use K-Means to cluster teams based on their playing styles and also to distinguish
di erent playing styles and philosophies. We experimented with di erent numbers of clusters and evaluated
the results using silhouette scores, which are de ned in Section 3.9, and domain expertise.

3.9 Silhouette score

Silhouette score is used to determine the optimal number of clusters to use with K-Means. Assume the data
have been clustered via any technique, such aK -medoids or K -means, into k clusters. Let a(i) be the
average distance between and all other data within the same cluster. De ne k(i) as the smallest average
distance fromi to points in a di erent cluster, minimized over clusters. The silhouette s(i) for each data
point i is then given by:

siy= )20
maxf a(i); b(i)g

The silhouette score for the entire dataset is the average of the silhouette values for each sample. The
algorithm is run multiple times, each time with a di erent number of clusters. For each run, the Silhouette
score is calculated for each point and the average score is computed for the entire dataset. The number
of clusters that return the highest Silhouette score is then, in theory, chosen as the optimal number of
clusters. The higher the value, the closer the object is to its cluster, and vice versa, the smaller the value
that is acquired, the farther away is the object from its cluster. After calculating these values, an average is
obtained which shows the optimal number of clusters. A silhouette score ranges from -1 to 1, where a score
closer to 1 indicates that the data possesses well-de ned clusters and a score of -1 indicates the opposite.
The number of clusters is easy to assign, since the number where we get the highest average is the optimal
number that our cluster will contain (Januzaj et al., 2023). Therefore, we aim to have the highest score
possible. The calculation of silhouette scores is given in Algorithm 3.
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Algorithm 3:  Silhouette score for choosing clusters in K-Means

Input: DatasetD 2 R" P, a set of potential cluster cardinalities K
Output:  Optimal number of clusters
fori 2to K do
Run K-Means clustering onD with i clusters and obtain the cluster assignments for each data
point;
for j 1to i do
Calculate the average distancea(j ) between all data labelledj;
Calculate the average distancej ) between all data labelledj and data in the nearest
neighboring cluster;
Calculate the Silhouette coe cient for each data labelled j as —20)_20)

max(a( );:b(j)) ’
end
Calculate the Silhouette scoreS; as the average of all Silhouette coe cients;
end

Choose the value oK that maximizes the Silhouette score, i.e., arg maxS;;

4 Data analysis

This section aims to provide an overview of the methodology regarding the problem-solving process, starting
with a focus on understanding the relevant data. Before delving into the solution, it is crucial to comprehend
the datasets involved and the pre-processing steps implemented to ensure the data is suitable for clustering.
Section 4.1 is devoted to data pre-processing, feature engineering as well as performing dimension reduction.
The next step in this section is performing the clustering analysis, which will be done using K-Means,
described in 4.2. All data preprocessing, feature calculations, K-means modeling, as well as visualizations,
are conducted using Python.

Results from the clustering analysis will be provided in Section 4.3 which include cluster comparison,
detecting di erent playing styles as well as categorizing di erent teams accordingly. Lastly, the results will
be discussed in Section 4.4 where a re ection on the result and generalization of the nal outcome will be
provided.

4.1 Data preparation

In Table 2, we have compiled all the events from the raw dataset into a single pandas DataFrame, which
we refer to as the Event Dataset. This dataset serves the purpose of conveniently accessing all the events
from each match. With this dataset, we can calculate di erent match metrics such as total shots, possession
percentage, and expected goals (xG).

Table 2: Event Dataset. Every row in this dataset represents an event in a game. For example “Free kick',
“Accurate pass' or “Shot attempt’ with related information such as the player involved and the coordinates
in the pitch. "None' refers to no value related to that action. For example, "xG' can not have a value related
to action = “Accurate pass', by the de nition and model behind "xG'.

Index Action Destination (x) Position (X) Player Next player
1 Challenge None 71 Wenderson H. Aiesh
149 | Accurate pass 47 27 C. Johansson Erick
Min. | Destination (y) Position (y) Team xG xP xXT Attack type
0 None 9 Varnamo | None | None None Counter
5 73 67 IFK GBG | None | 0.50 | 0.000607 None
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From Table 2, we can calculate di erent summary statistics for every match, which will be useful when
performing clustering analysis. Some basic features we can calculate include the total number of shot
attempts and tackles. We further calculate more advanced features including mean passing distance and
average position in the pitch. These features are expected to signi cantly contribute to performing clustering
analysis. For example, "Mean passing distance' can help the model understand how a team prefers to move
through the pitch. Teams that tend to play following short passing, tiki-taka style, are expected to have a
lower mean passing distance, while the opposite applies to teams relying more on long passes. Clustering
di erent playing styles based on mean passing distance will likely help in identifying dierent styles of
playing, such as possession-based football versus intensive and physical play. The same concept applies
to the variable "Average position in the pitch’, which includes information about a team's formation and
strategy. For example, if a team has a high average position on the pitch when in possession, this may also
suggest they follow a high press style, while a lower average position indicates a more defensive and passive
style. The nal dataset contains 60 di erent built features, which all can be found in the Appendix A. In
Table 3, we have a DataFrame consisting of every match played in Swedish Allsvenskan between 2018-2022.

Table 3: Comprehensive Allsvenskan match dataset. Each row in the dataset represents a match played in
the Allsvenskan league, comprising a total of 60 variables related to the match. This table displays a subset
of 4 variables, o ering a glimpse into the comprehensive dataset. For descriptions of all 60 variables, we refer
the interested reader to Appendix A.2.

Index | Home Team Opponent Goals for | Goals against | Shots for | Shots against
1 True Helsingborg | IFK Norrkeping 3 1 12 11
100 False Elsborg Hammarby 1 1 10 15

Having acquired our nal dataset, the comprehensive Allsvenskan match Dataset, our objective is now
to employ dimension reduction techniques to extract some principal components, which could be bene cial
in various senses including

" Visualization: It would be easier to provide a meaningful interpretation of possible relationships be-
tween variables.

Computation: The K-Means algorithm can become computationally expensive when the number of
dimensions is high. By reducing the dimensions to just a few, the computational cost of running the
algorithm is signi cantly reduced.

Clustering performance: In high-dimensional spaces, the distance between points becomes less mean-
ingful as the number of dimensions increases. This is known as the \curse of dimensionality". By
reducing the dimensions to just a few, the distance between points becomes more meaningful and can
lead to improved clustering performance.

Prior to performing PCA we normalize data to ensure that each variable contributes equally to the
principal components. We next turn to nd the optimal number of components, in which we look for a
combination that explains the maximum variation within all variables. while reducing the dimension. To
do so, we make use of scree plot which is a practical tool when performing PCA. The scree plot represents
the explained variation versus the considered number of components, so one can make a decision based on
a desired explained variation (Hardle and Simar, 2019). In practice, we can determine the optimal number
of components by "eyeballing" the scree plot and looking for a point at which the proportion of variance
explained by each subsequent principal component drops o . This drop is often referred to as an elbow in
the scree plot (Gareth et al., 2022, Chapter 12.2.2).

In Figure 1, the scree plot derived from the PCA of the nal dataset is presented. An elbow point is
evident at the two principal components mark, indicating that this is the optimal nhumber of components to
use. Together, the rst two principal components explain 39.9% of the variance in the dataset consisting of
60 variables. At rst glance, that number may seem relatively low. However, we have decided to proceed
with this for now and delve deeper into the data. We recognize that there are trade-o s between the
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Figure 1: A scree plot depicting the proportion of variance explained by each of the 10 principal components.
The rst principal component explains 28% of the variance from the initial dataset.

amount of variance explained, interpretability, and other factors, which we will carefully consider as we
further investigate the data. By exploring the relationships captured by these principal components and
evaluating their implications, we can assess whether the insights gained and the simpli cation achieved
through dimensionality reduction justify the initial variance explained. Reducing to exactly two components
also has multiple advantages. First, it makes the data easier to visualize and interpret since we can plot the
data on a 2D graph and explore relationships between variables more easily. Also, in general, reducing the
number of variables is also likely to improve the performance of subsequent analyses such as clustering or
classi cation (which is what we are going to do), as high-dimensional data can be computationally di cult
and proned to over tting. From here, we have decided to use the rst two principal components as our
dataset for K -Means modeling. In other words, the nal dataset went from 3 to the following.

Table 4: Dataset of two principal components obtained through PCA. Each row represents an observation,
while the columns correspond to the values of PC 1 and PC 2, respectively. These values are the result
of a linear combination of the original variables, where the weights or coe cients assigned to each variable
determine their contribution to the principal components.

Index | PC1 | PC 2
1 0.08 0.54
2 -0.18 | -0.096
3 -0.33 | 0.47

1198 | -0.74 | -0.30

We retrieved the principal components using the sci-kit learn package in Python. PC 1 and PC 2 in
Table 4 are linear combinations of the original 60 variables in the dataset. This means that we now have
our nal dataset and hence we can start perform clustering.

4.2 Modelling

We utilized the K-Means package in Python to cluster our dataset. But we had to decide how many clusters
we would use for the K-Means model. This was a challenge, as we had to combine theoretical values from
the silhouette scores for the optimal number of clusters with what is a good t for the project. We, however,
started by calculating the average silhouette score for two to twelve clusters. In theory, we should choose
the number of clusters that have the highest average silhouette score.

In this case, the average silhouette scores decline from n=2 to n=12, indicating that the clusters become
less well-de ned as the number of clusters increases. However, all of the scores are positive, indicating that
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Table 5: Average Silhouette Scores for Clusters n = 2 to 12

Number of Clusters Average Silhouette Score

0.16053
0.10827
0.08813
0.07793
0.07132
0.06629
0.06292
0.06356
0.05869
0.05586
0.05465

e
ShBoo~ouorwn

the clustering algorithm still has found meaningful groupings in the data. In the case of reality, the best model

is not the one that has the highest silhouette score, but the one that has the best practical applications. For
this project, it would not make sense to choose only two clusters, since we are trying to nd more di erent
playing styles than that. Also, it would be hard to nd more than twelve distinct playing styles. The
student and the company agreed on using seven clusters for this project, since we believe it is suitable for
this project while it has a silhouette score that is greater than zero. In conclusion, although the silhouette
score pointed towards using only two clusters, we also considered other factors such as domain knowledge and
practical considerations when determining the nal number of clusters. It is essential to exercise judgment
and contextual understanding while making clustering decisions, as relying solely on silhouette scores may
overlook important domain-speci c insights or practical constraints.

Next, we initialize the K-Means model with seven clusters. Then, we will assign every point in the
dataset a label 0-6 using the k-means predict function. By doing so, we will know which of the matches were
assigned to cluster X in the dataset. It will also enable further analysis if some teams are more frequent in
one cluster than others. It will also allow us to Iter the dataset with 60 dimensions on their assigned label
and analyze di erent characteristics of the di erent clusters; for example, if matches in the dataset that was
assigned label 1 average more shots per game than matches that were assigned label 3. This analysis will
play a key role in connecting the di erent clusters with di erent playing styles. We can now merge these
labels with our nal dataset, which is displayed in Table 6.

Table 6: Final Dataset. The label represents the prediction from the K-Means model.

index | Home Home Away Goals for | Goals ag. | Shots for | Shots ag.
1 True Helsingborg | IFK Norrkeping 3 1 12 11
100 False Elfsborg Hammarby 1 1 10 15
Lost ball for | Lost ball ag. [ Key passes for | Key passes ag. | xT for | xT ag. [ EGEEI
118 125 3 3 3.36 4.43 4
155 146 3 2 1.86 2.56 3
4.3 Results

In this section, the goal is to present the outcome of the K-Means clustering to the data. The goal was
to group similar data points into clusters based on their features, i.e. variables for di erent playing styles.
Using K-Means, we identi ed seven distinct clusters representing di erent playing styles. In the following
subsections, we will present characteristics of the seven clusters, make visualizations and do analysis of key
ndings.
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4.3.1 Clustering map

Figure 2 shows a scatter plot of the nal dataset consisting of the two principal components. Every point
on this map is a re ection of a game of Allsvenskan through 2018-2022.

Figure 2: Scatterplot depicting the distribution of data points in the two principal components. The x-axis
represents the rst principal component (PC1), while the y-axis represents the second principal component
(PC2). Each data point represents an observation, and its position on the plot indicates its corresponding
values on PC1 and PC2. The values range from -1.5 to 2 on the x-axis and -1 to 1.5 on the y-axis, where
each point on the plot represents a combination of the original 60 variables.

The values of the points on the plot are determined by the coe cients of the original variables in the
linear combinations that make up the principal components. The coe cients indicate the relative importance
of each variable in the principal component. For example, a variable with a high positive weight in the rst
principal component may represent an attacking metric that is strongly correlated with the other variables
that are also positively weighted in that component. Similarly, a variable with a high negative weight in
the second principal component may represent a defensive metric that is strongly correlated with the other
variables that are also negatively weighted in that component. Therefore, the positions of the points on
the scatter plot can provide insights into the relationships between the original variables and the di erent
attacking, possession, and defensive metrics. Those insights are what is next to nd out.

4.3.2 Cluster comparisons

Next, let's revisit the dataset with 60 dimensions and examine whether the values vary among the labeled
clusters. The objective is to see if attributes like possession, total shots, total tackles, etc., associated with
the points in Figure 2, exhibit di erences between clusters on the right side compared to those on the left
side, as well as between clusters at the top versus those at the bottom of the map. We recognize that some
variable names infer with others and, for that, we refer to the Appendix A, where every variable is listed
descriptively.

With respect to the cluster labels in Figure 2, we have done two cluster comparisons. Figure 3 visualizes,
using a spider plot, a comparison in mean values between the cluster to the left (Cluster 4) and the cluster
to the right (Cluster 2). Figure 4 visualizes a comparison in mean values between the cluster in the top
(Cluster 5) vs. the cluster in the bottom (Cluster 6). A spider plot is also known as a radar chart, which
is a useful plotting tool for visualizing multivariate data or comparing multiple variables across di erent
categories, which is what we are doing in this case.

From inspecting Figure 3, we can see that variables for example “Possession for', "Pass % rate for' are
very high for the Right cluster (2), while the opposite holds for the Left cluster (4). Therefore, we can
imagine there is a likely correlation between metrics involving possession with the horizontal position on the
clustering map in Figure 2.
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Figure 3: Left cluster (4) vs Right cluster (2). Figure 4: Top cluster (5) vs Bottom cluster (6).

From inspecting Figure 4, we can see that variables for example "BPA Tackle for', 'BPA Challenge for',
"BPA Interception for' are higher for the top cluster (5) than for the bottom cluster (6). Therefore, we can
conclude that there is a likely correlation between the amount of physical play and the vertical location of
the clustering map in Figure 2. Also, by inspecting the values in the top right in Figure 4, we can see that
variables, for example, "Lost ball for', "Lost ball ag', as well as “Inacc. pass for' as well “Inacc. pass ag.
are all higher in the Top cluster (5) than in the Bottom cluster (6). The number of switches in possession
usually tells that the game is played in a physical and intense manner. So, this tells us that there is a likely
correlation between how physical and intense the matches are with the vertical position in the clustering
map.

The likely correlations between the variables and the position of the clusters on the scatterplot in Figure
2 are interesting. However, it's important to keep in mind that these correlations are based on the original
variables, and not on the principal components themselves. While it's possible that the variables that are
highly correlated with the position of the clusters on the scatterplot are also strongly correlated with one or
more of the principal components, this is not guaranteed.

In order to fully understand the relationship between the original variables and the principal components,
it is helpful to examine the loadings of the variables on the principal components. Loadings represent the
contribution of each variable to each principal component and can provide insights into the underlying
structure of the data. In the PCA model, the generated loading matrix is an important part that describes
the inner relations between the variables and the components. Each element in the loadings indicates the
signi cance of the corresponding variable, and nally, this signi cance is re ected in the statistics for process
monitoring (Wang et al., 2015). Process monitoring, in this case, is meant for example that if certain variables
show high loadings in a speci c principal component, it suggests that these variables strongly contribute to
the underlying patterns or variation captured by that component. By examining the loadings, it may be
possible to identify which variables are driving the correlations that were observed in Figure 2.

Based on the loadings in Figure 5, it seems that the rst principal component is related to passing
accuracy, possession and control, with high absolute loadings for "Acc. pass for', "Acc. pass ag.', "Possession
for', "Possession ag.', ‘Pass % rate for', "Pass % rate ag'. This con rms our perception of the x-axis in Figure
2. The horizontal location in the map is correlated with variables related to possession.

The second principal component appears to be related to defensive and physical actions, with high
absolute loadings for "BPA Tackle for', 'BPA Tackle ag.', 'BPA Challenge for', 'BPA Challenge ag.', 'BPA
Interception for', and "BPA Interception ag." and also even higher loadings for “Inacc. pass for', “Inacc.
pass ag.', "Lost ball for', "Lost ball ag." which are variables that tell a story about the general physical and
intensity levels in a match. This con rms our perception of the y-axis in Figure 2. The vertical location
in the map is correlated with defensive and physical-related variables. Overall, these components appear to
capture two di erent aspects of the game, with the rst component being related to possession metrics, and
the second component related to defensive and physical actions.

Next, we will Iter our dataset on four randomly chosen teams. The purpose of this is to see if the teams
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Figure 5: PC loadings for the variables in the original dataset

are more associated with some clusters than others. If that is the case, the student and the company can
combine the results with their knowledge of the teams to retrieve more information about the playing style
and philosophies related to the di erent clusters. The randomly chosen teams were Malme FF, Sirius, GIF
Sundsvall and AlK.

Figure 6: Malme FF Cluster Frequency Figure 7: Sirius Cluster Frequency

By inspection of Figure 6 - 9, we can conclude that the teams are not equally distributed around the
di erent clusters. The data displayed in black tells us the frequency of appearances in di erent clusters
across the seasons 2018-2022, whilst the data displayed in red is for 2022 only.

For example, GIF Sundsvall is more frequent in Cluster 4 than Malme FF and AIK. Cluster 4 is located
to the far left in the clustering map of Figure 2, which we know by now is related to having less possession
and hitting less accurate passes than other teams in the league. In the "real world", the student and the
company agree that is the case of GIF Sundsvall. In the last ve seasons, they have only been involved in
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Figure 8: GIF Sundsvall Cluster Frequency Figure 9: AIK Cluster Frequency

Allsvenskan three times (2018, 19, 22) and were relegated twice (2019, 22). This thesis does not investigate
correlations between playing style and table results, but it does not come as a surprise that relegated teams
are associated with not dominating the possession.

4.3.3 Detecting playing styles

Clustering has shown to be a very powerful and usable technique in this project. By grouping similar data
points together, we have gained good insights about di erent playing styles such as more possession-based
style or more physical and defensive focus. However, a disclaimer is that while clustering is a powerful
technique, it can also produce a large amount of information that can be di cult to interpret. Especially
when reducing the dimensions, information also does get lost. In this part, we are presenting the clusters in
Figure 2 as di erent playing styles based on the characteristics of the di erent clusters.

In this section, we will present the names we have given to the di erent clusters in our clustering model.
By giving each cluster a name that re ects its de ning characteristics, we hope to make the insights we
have gained more accessible and easier to understand, while also acknowledging that the clustering process
involves some degree of subjectivity.

The clusters will be presented in the order of the index of the clusters in the legend of Figure 2. The
analysis of the clusters includes a brief introduction to each speci c cluster, providing the cluster's name along
with an explanation of the rationale behind it. This is followed by a Spyder plot that visualizes the average
values of the 60 variables for each cluster. The purpose of the Spyder plot is to provide a comprehensive
view of the cluster's general strengths and weaknesses. The plot is accompanied by insightful comments and
analysis, explaining the practical implications of being assigned to a speci ¢ cluster.

The cluster situated at the center of the map shown in Figure 2 is named "Balanced Approach”. It earns
this designation because the variables within this cluster tend to have values that are closer to the average
rather than exhibiting extreme values. In other words, the "Balanced Approach" cluster represents a balanced
distribution of values across its variables, without signi cant deviations or exceptional characteristics.

From Figure 10, we note the following. In terms of passing accuracy, this cluster has a lower average
accuracy for both “Acc. pass for' and "Acc. pass ag." compared to the other clusters. This cluster also
tends to have slightly higher values for “Inacc. pass for' and “Inacc. pass ag.,' indicating a relatively higher
number of inaccurate passes compared to the other clusters. For metrics related to ball retention, such as
“Lost ball for' and "Lost ball ag.," this cluster has higher average values, suggesting a relatively higher rate of
losing possession compared to the other clusters. In terms of o ensive entries into the nal third, this cluster
has slightly lower values for both "Entries n. 3rd for' and "Entries n. 3rd ag." compared to the other
clusters. The passing percentages in di erent parts of the eld, represented by variables for example "Acc.
passes in the second part for', "Acc. passes in the third part for', "Acc. passes in the second part ag.,' show
lower average values in this cluster compared to the other clusters. The possession percentages regarding
"Possession for' and "Possession ag.' in this are relatively lower than the average values of the other clusters.
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Figure 10: Balanced Approach

This cluster has slightly higher or slightly lower values than the average regarding most of the variables,
hence it deserves the name "Balanced Approach".

When a team is assigned to the "Balanced Approach" cluster, it suggests that the team, in a decent
way, adopts a well-rounded approach to the game. This balanced approach o ers several advantages, as it
allows the team to exert control over the game's pace through skilled ball-handling and strategic passing.
Furthermore, the team's capacity to compete physically for the ball and defend e ectively enhances their
overall capabilities. This equilibrium becomes particularly valuable when adapting to di erent opponents
and varied game scenarios, enabling the team to navigate and respond to diverse challenges with exibility.
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The cluster situated at the far right of the map depicted in Figure 2 is denoted as the "Possession
Dominance" cluster. This comes from the notable emphasis placed on possession-related variables within
this cluster. Speci cally, the variables associated with possession exhibit high values, indicating a strive
towards maintaining control and ownership of the ball.

Figure 11: Possession Dominance

From Figure 11, we note the following. In terms of passing accuracy, this cluster has a higher average
accuracy for "Acc. pass for' compared to the other clusters. This cluster also tends to have lower values for
‘Inacc. pass for' and “Inacc. pass ag.', indicating a relatively lower number of inaccurate passes compared
to the other clusters. For metrics related to ball retention, such as "Lost ball for' and “Lost ball ag.,' the
later cluster has lower average values, suggesting a relatively lower rate of losing possession compared to the
other clusters. This indicates playing matches in a slower tempo, focusing on possession and not being eager
to regain possession immediately when lost. In terms of o ensive entries into the nal third, this cluster has
slightly higher values for "Entries n. 3rd for' compared to the other clusters. The passing percentages in
di erent parts of the eld, represented by variables for example "Acc. passes in the second part for' and "Acc.
passes in the third part for', show higher average values in this cluster compared to the other clusters. The
possession percentage “Possession for' is higher than the average values of the other clusters. The defensive
metrics, such as "BPA Tackle for', 'BPA Tackle ag.', 'BPA Challenge for', 'BPA Challenge ag.", and "BPA
Interception ag.', show values that are either similar or slightly higher in the later cluster compared to the
other clusters.

Based on the analysis conducted, this cluster emphasizes possession and maintains an average level
of physical and defensive metrics. This implies that the team places a higher priority on ball control and
passing rather than relying on physical strength or aggressive tackles to secure victory. Similar to perhaps the
best team in the world, Manchester City, the team may prefer a slower-paced game, focusing on retaining
possession and patiently waiting for scoring opportunities. While this style of play can be e ective, it
necessitates precise execution and discipline. It is crucial for the team to continually re ne their ball control
and passing skills, while also maintaining a high level of tness to meet the demands of the game.
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This is the green cluster to the bottom left in Figure 2. It has been named "Risk-Minimizing" due
to slightly below average in both physical/defensive metrics as well as clearly below average in variables
regarding possession.

Figure 12: Risk-Minimizing

From inspecting Figure 12, we note the following. Firstly, it demonstrates a lower value for "Acc. pass
for', indicating a relatively reduced precision in passing compared to other clusters. The same applies to the
variable “Inacc pass. for', meaning that the amount of inaccurate passes is higher for teams in this cluster
but lower for their opposition. Also, the same applies to "Lost ball for' and "Lost ball ag.".

Regarding o ensive entries into the nal third, the cluster demonstrates around average values for both
“Entries n. 3rd for' and "Entries n. 3rd ag.'. Passing percentages in di erent parts of the eld, represented
by variables for example "Acc. passes in the second part for' and “Acc. passes in the third part for', show lower
average values in this cluster compared to other clusters. This indicates that the teams in this cluster have
a lower success rate of accurate passes in di erent parts of the eld. The possession percentage, "Possession
for', in this cluster is also lower than the average values of the other clusters.

Lastly, the defensive metrics such as '‘BPA Tackle for', "BPA Tackle ag.', 'BPA Challenge for', ‘BPA
Challenge ag.' and "BPA Interception ag.' show values that are either similar or slightly lower in the cluster
compared to other clusters. This indicates that the defensive performance of teams in this cluster is either
comparable or slightly less e ective in terms of tackling, challenging, and intercepting the ball compared to
other clusters.

Being assigned to this cluster suggests prioritization of risk-minimization over possession or rather physical
play. While some teams focus on possession or physicality, there are bene ts to adopting a risk-minimizing
approach. By being conservative with the ball and minimizing errors, the team can reduce turnovers and
defensive lapses. This strategy becomes particularly valuable in high-pressure situations, where a single
mistake can have signi cant consequences. However, it is important to be aware of the potential drawbacks.
By being more cautious with the ball, the team may encounter di culties in creating su cient scoring
opportunities to secure victories.
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In the map from Figure 2, this is the cluster to the far left, which is called "Parked bus". The name
comes from the low values involving possession.

Figure 13: Parked bus

By inspecting Figure 13, we can see that variables for example "Possession ag.', "Field tilt ag.' and "Pass
% ag.' are all very high. This means the pure opposite to the cluster "Possession Dominance". Also, if we
inspect a variable in the bottom right in Figure 13 called "Mean pos lost ball for', the value is very low,
which implies that the team is mostly at the back of the pitch. This cluster is comparable to the last cluster,
Risk-Minimizing, but has even lower values regarding possession.

This suggests in general a playing philosophy characterized by low possession. Either it can be a team's
preference to play like this, but more likely it is due to simply not being good enough to have possession
themselves. Although possession is not the sole determinant of a team's success, it holds considerable
signi cance. Teams that can e ectively control the ball and maintain possession often have the ability to
dictate the pace of the game and create more scoring opportunities. Conversely, teams that struggle with
possession may nd it challenging to create chances and may be required to defend for extended periods.
However, one potential advantage of a team with low possession is their potential suitability for counter-
attacking play. By swiftly transitioning from defense to o ense, such teams can catch opponents o guard
and create scoring opportunities in a more direct manner.
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In Figure 2, this is the cluster to the top right. This cluster is called "Possession Physical" because of
the high values of the variables related to possession, defense and physicality.

Figure 14: Possession Physical

By inspecting 14, we note the following. In terms of passing accuracy, this cluster has a higher average
accuracy for "Acc. pass for'. This cluster also tends to have higher values for “Inacc. pass for' and “Inacc.
pass ag., indicating the physical style of play. This cluster indicates playing matches of higher intensity,
where ball is forced to be lost due to attempted challenges and interceptions. In terms of o ensive entries
into the nal third, this cluster has higher values for "Entries n. 3rd for', but lower values for “Entries n.
3rd ag.' compared to the other clusters, which means that this cluster is better at progressing into the nal
third of the pitch than their opponents.

The defensive metrics, for example, 'BPA Tackle for', "BPA Tackle ag.', 'BPA Challenge for', 'BPA
Challenge ag.', and "BPA Interception ag.', show values that are either similar or slightly higher in this
cluster compared to other clusters.

Overall, this cluster showcases a di erent set of characteristics compared to the previous cluster, Parked
Bus. It demonstrates higher passing accuracy and possession. Additionally, it displays higher passing
percentages in di erent parts of the eld and higher possession percentages. Defensively, it shows similar or
slightly better than average performance in tackling, challenging, and intercepting the ball.

This suggests that teams that are assigned to this cluster place a signi cant emphasis on controlling the
ball, maintaining possession, and e ectively defending against opponents. By excelling in possession, they
are able to dictate the game's tempo, create scoring opportunities, and control the ow of play. Additionally,
their strong defensive and physical capabilities enable them to compete e ectively for the ball, withstand
opponent attacks, and maintain defensive solidity. This balanced approach proves advantageous in adapting
to various opponents and game situations, as it allows these teams to assert control over the game while also
remaining resilient in defense. It is not possible for worse teams in the league to t into this cluster.
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In Figure 2, this is the cluster to the bottom right and is called "Dynamic Possession". This name comes
from high values in variables related to possession, especially passing rate percentage.

Figure 15: Dynamic Possession

By inspection of Figure 15, we can see that this cluster has high values in variables regarding possession,
such as "Possession for' and "Pass % for'. If we inspect the top right of Figure 15, we nd defensive variables
such as tackles, challenges and interceptions. All of them but one, are signi cantly below average. This
indicates that this cluster emphasises possession but disregards physicality and defense.

Achieving this playing style typically indicates that a team has developed a technical and tactical approach
focused on controlling ball possession. By adopting a possession-based game, a team can generate more
scoring opportunities while restricting the opposition's chances to score. Moreover, this style of play tends
to be entertaining for fans.
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This is the cluster located to the top left in 2 and is called "Defensive Physical". If we compare Figure
16 with Figure 15, we note that this cluster is the complete opposite of the cluster "Dynamic Possession".
That does not come as a surprise, due to the clusters' di erent locations in the clustering map in Figure 2,
since we remember that the y-location is related to higher defensive/physical values and the x-location is
related to higher values regarding possession.

Figure 16: Defensive Physical

By inspection of Figure 16, we notice that variables for example "Possession ag.' and "Pass % ag.' are high,
which indicates a defensive setting. The defense-related variables, Tackles, Challenges and Interceptions (for
and against), are all average or above. But mostly, if we inspect the variables to the right in Figure 16 such
as 'Lost ball' and “Inacc. pass' (for and against) which are variables that measure intensity and physicality
levels in the match, are very high. This means that this cluster is likely not good enough to maintain
possession, but is decent in defense and good at stressing the opponent and playing physical matches.

The analysis suggests that certain teams tend to adopt a playing style characterized by low possession
but physical play. In this style, the focus is placed more on physicality and aggressive tactics rather than
emphasizing ball control. While this approach can be e ective in specic situations, it also comes with
its own set of limitations. Relying too heavily on physicality can increase the risk of fouls and injuries,
potentially a ecting a team's performance in the long term. It is advisable to closely evaluate your team's
playing style and assess its alignment with your overall goals and objectives. If you are content with your
current style of play, we recommend continuing to prioritize the development of physicality and aggressive
strategies. However, if you believe that your team could bene t from a more balanced approach, it might be
worth considering the incorporation of possession-based tactics into your game plan. This would allow for
greater control over the ball while maintaining the advantages of physicality when necessary. Next, we will
categorise di erent teams in Allsvenskan and t them into di erent clusters.
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4.3.4 Categorizing teams in Allsvenskan

Next, we will categorize the di erent teams in Allsvenskan, i.e. Iter on every team's values and use them
to predict which of the seven clusters they belong to. Since there are many teams that have participated in
Allsvenskan in the period 2018-2020, we have chosen to present six teams in this section. For the interested
reader, the rest of the teams are presented in the Appendix A. This section will feature visualizations where
we compare each of the teams with their corresponding clusters. The purpose of this is to bring more nuance

than only telling what playing style they were assigned, by also visualize in what areas the team might
deviate from the cluster.

Figure 17: AIK vs Balanced Approach

By inspection of Figure 17, we can conclude that the team AIK is a good t for the cluster "Balanced
Approach”. However, values to the left in Figure 17 such as "Pass % rate for', “Field tilt for' and "Possession
for', indicate that throughout the seasons 2018-2022, the team AIK have had better stats regarding possession
than the average team belonging to this cluster. AIK's matches also seem to involve slightly less physical
play than the average team assigned to this cluster, by inspection of the values in the top right of Figure
17. In conclusion, AIK is a team with a balanced approach to the game while, slightly, prioritizing and
emphasising possession over physical play. In 2018, AIK won the Allsvenskan title.
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Figure 18: AFC Eskilstuna vs Parked bus

AFC Eskilstuna is our rst, and only, team that is assigned the cluster "Parked bus". By inspection of
Figure 18, it looks like a decent t. The value of \Possession for" is very low, while "Pass % rate' is high.
Worth noting here, is that AFC Eskilstuna has only been a part of Allsvenskan one season during the period
2018-2022, which happened in 2019. Likely, their quality did not match the rest of the league and for that
reason, parking the bus was their only option.
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Figure 19: Djurgrden vs Dynamic Possession

By inspection of Figure 19, we can conclude that Djurgrden is a decent t in the cluster "Dynamic
Possession". Moreover, they have even higher values regarding possession than the average team in this
cluster, which could be considered impressive. Defense-wise, they are less physical than the average team in
Allsvenskan. In conclusion, Djurgrden is a team that employs possession-based football and since they are
well at doing so, likely do not have to disturb their opponents with as many interceptions and challenges.

In 2019, Djurgrden emerged victorious and clinched the Allsvenskan title.
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