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Abstract

Patient data in health care have traditionally been used to support direct patient care.

Although there is great potential in combining such data with genetic information

from patients to improve diagnosis and therapy decisions (i.e. personalized medicine)

and in secondary uses such as data mining, this is complex to realize due to technical,

commercial and legal issues related with combining and refining patient data.

Clinical decision support systems (CDSS) are great catalysts for enabling evidence-

based medicine in clinical practice. Although patient data can be the base for CDSS

logic, it is often scattered among heterogenous data sources (even in different health

care centers). Data integration and subsequent data mining must consider codification

of patient data with terminology systems in addition to legal and ethical aspects of

using such data. Although computerization of the patient record systems has been

underway for a long time, some data is still unstructured. Investigation regarding the

feasibility of using electronic patient records (EPR) as data sources for data mining

is therefore important.

Association rules can be used as a base for CDSS development. Logic representa-

tion affect the usability of the systems and the possibility of providing explanations of

the generated advice. Several properties of these rules are relatively easy to explain

(such as support and confidence), which in itself can improve end-user confidence in

advice from CDSS.

Information from information sources other than the EPR can also be important

for diagnosis and/or treatment decisions. Drug prescription is a process that is par-

ticularly dependent on reliable information regarding, among other things, drug-drug
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interactions which can have serious effects. CDSS and other information systems are

not useful unless they are available at the time and location of patient care. This

motivates using mobile devices for CDSS. Information structures of interactions affect

representation in informatics systems. These structures can be represented using a

category theory based implementation of rough sets (rough monads).

Development of guidelines and CDSS can be based on existing guidelines with

connections to external information systems that validate advice given the particular

patient situation (for example, previously prescribed drugs may interact with recom-

mended drugs by CDSS). Rules for CDSS can also be generated directly from patient

data but this assumes that such data is structured and representative.

Although there is great potential in CDSS to improve the quality and efficiency

of health care, these systems must be properly integrated with existing processes in

health care (workflows) and with other information systems. Health care workflows

manage physical resources such as patients and doctors and can help to standard-

ize care processes and support management decisions through workflow simulation.

Such simulations allow information bottle-necks or insufficient resources (equipment,

personnel) to be identified.

As personalized medicine using genetic information of patients become economi-

cally feasible, computational requirements increase. In this sense, distributing compu-

tations through web services and system-oriented workflows can complement human-

oriented workflows. Issues related to dynamic service discovery, semantic annotations

of data, service inputs/outputs affect the feasibility of system-oriented workflow con-

struction and sharing. Additionally, sharing of system-oriented workflows increase

the possibilities of peer-review and workflow re-usage.
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Part I

The first part of this thesis summary contains an overview of the area and also some

short case-studies.
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Chapter 1

Introduction

Health care increasingly needs computerized support to enable practice of evidence-

based medicine. Evidence-based medicine [27, 28] means that care givers should base

their diagnosis and treatment decisions on (where available) empirical evidence. Elec-

tronic patient records (EPR) provide high availability of patient data and integration

with clinical decision support systems (CDSS) which can be based on well-established

clinical guidelines. Secondary uses of patient data, such as data mining, have the po-

tential to increase medical knowledge. However, several aspects of health care data

and processes should be considered as they contribute to the success or failure of

introducing software systems in health care practice.

1.1 Health Care Informatics

The reason why the field of medicine needs a dedicated informatics science is based

on aspects of medical data structures (Chapter 2) and health care processes (Chapter

3).

The scientific domain of health care informatics (or medical informatics) has been

described as compromising “...the theoretical and practical aspects of information pro-

cessing and communication based on knowledge and experience derived from processes
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4 Chapter 1. Introduction

in medicine and health care” [13, 155]. The importance of ontologies in medical in-

formatics was stressed in [91]: “...formal ontologies are at the core of work in medical

informatics– and have had that role for more than one hundred years”.

In this thesis, we adopt the view of [93], where medical informatics is looked upon

as “the field of information science concerned with the analysis and dissemination of

medical data through the application of computers to various aspects of health care

and medicine”.

Medical informatics is complex because many and diverse skills are needed. De-

velopment of CDSS requires both domain knowledge (i.e. medical training) and

knowledge of software development (i.e computing science training). Additionally,

human-computer issues and organizational concerns (workflow) must be taken into

account. Workflow studies (Chapter 3) can influence the software design and result in

a successful integration within the work processes of a clinic. Such assorted require-

ments in skills are in no way unique for clinical software development but particularly

critical because of the complexity of the domain.

1.2 Bioinformatics

The field of (molecular) bioinformatics was described in 2001 as “... conceptualis-

ing biology in terms of molecules (in the sense of Physical chemistry) and applying

“informatics techniques” (derived from disciplines such as applied maths, computer

science and statistics) to understand and organise the information associated with

these molecules, on a large scale. In short, bioinformatics is a management informa-

tion system for molecular biology and has many practical applications” [81].

Since this description was made, data sizes have grown considerably (see Sec-

tion 2.2). Many of the well-established techniques of analysis in bioinformatics must

accordingly be re-evaluated and improved to take advantage of high-performance

computing techniques and centers.
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1.3 Organization and limitation of scope

Work related to this thesis can be divided in several stages. The initial stage con-

sisted of a study of issues in CDSS development, including human-oriented workflows

and resulted in Papers I-III. Application of service-oriented architectures to bioin-

formatics as a base for system-oriented workflow discovery, composition and storage

(Papers IV-V), represent the current stage. Initial (and on-going) efforts were also

made towards the representation of drug-drug interactions (Papers VI-VII) using an

abstract mathematical theory (category theory).

Thesis contributions can be found in medical informatics and bioinformatics by

means of the application of various methods from computer science to health care data

and processes. This thesis summary does not attempt to present a complete overview

of all possible solutions and techniques. Instead, it attempts to introduce health care

informatics as it relates to the Papers I-VII, describe selected methods from computer

science (without going into details) and provide representative examples of similar

work in health care informatics.

In some cases, Papers I-VII use methods which should not be considered part of

their results. To clarify which are results from the point of view of this thesis, we

describe these methods throughout Part I instead of in Chapter 4. The chapters in

Part I also describe some case-studies which are based on the additional papers (see

the preface). Although these papers are not part of the thesis, they provide important

background to understand Papers I-VII.

1.4 Thesis overview

The papers included in this thesis are described in Part II. In this section, we describe

the thesis on a high level and include some additional papers as references.
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1.4.1 Data storage in electronic patient records

An initial study [71] of patient data retrieval was done in the urology clinic of Ume̊a

university hospital. We collected patient data related to operations of patients with

lower urinary tract symptoms (LUTS) to investigate which difference, if any, intro-

ducing an electronic patient record (EPR) in the clinic had for the possibilities of

information retrieval which naturally requires support in the EPR. The requirements

of an architecture for a data warehouse were discussed in the paper. In collaboration

with domain experts at the clinic, we selected a set of patient data from the period

when the EPR was introduced; data was collected from six months before and six

months after. The data before the EPR introduction was collected manually from

paper forms. The data after the EPR introduction was collected using the EPR soft-

ware. The lessons learned was that, while having much higher availability, the EPR

did not influence to a high degree the way the doctors documented their patient en-

counters which still appeared as narrative text. Later studies showed that data entry

has improved and that it was possible, to a high extent, to automatically retrieve

LUTS data.

The study in [68] discusses some requirements of data warehouses when used in

data mining efforts and decision support development for health care (see also Section

2.4.2). EPRs are naturally designed for retrieval of patient-specific data and may not

always structure data in a way that is sufficient for comparison. This raises concerns

regarding the suitability of EPRs as data sources for DWs.

Issues related to decision support development in healthcare was discussed in [70].

Software acting as a layer between the EPR databases and the client applications

could facilitate data extraction by adding metadata, such as semantic descriptions

(for example, the value is a code from ICD-10 [149]) and context (the value was

recorded as part of a specific workflow enactment).
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1.4.2 Logic in clinical guidelines

Medical decision support can be based on rules from clinical guidelines (see Section

3.2.1). However, the logic used in guidelines is not always clearly defined in a way

which enables it to be used when implementing CDSS. The study in Paper I discusses

aspects of CDSS development from the point of view of logic. Selection of appropriate

logic for particular guideline implementation is discussed together with other aspects

of integrating decision support in clinical practice. CDSS logic and rules can also be

inferred from patient data. Such rule inference is facilitated in the local care region

of northern Sweden due to the use of a single EPR system.

Paper I describes a previously published method of data mining called GUHA

[54, 55]. Using a data set related to coronary artery bypass grafting (CABG), we

analyzed the data and obtained several rules (see also [42]). Rules produced by

approaches like GUHA are suitable for developing CDSS since these rules are possible

to motivate to doctors.

1.4.3 Human-oriented workflows in health care

Health care processes of a radiology clinic were studied [69] in order to better un-

derstand issues of health care information interchange. The clinic was considered

suitable for such a study since it uses many and, to some extent, isolated information

systems. An existing CASE-based workflow was used as a base during the study.

In a subsequent paper [40], a publicly available petri net design and simulation tool

was used to represent radiology care processes as petri nets. The motivation was to

study to which degree workflow simulation could be performed based on the available

workflow. Although representation of the CASE-based processes as petri nets was

time-consuming, such simulations could give important insight into the organizational

and technical problems faced by the health care institution.

A regional guideline for emergency care was studied in [39]. Emergency and cri-

sis response to large traffic accident management involves coordination of emergency

rescue services and police. The management of information is a complex task where
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decision support on site and distance management requires a well-founded under-

standing of the underlying processes. National guidelines for emergency care exist

but are shallow and provide only overviews, typically with no specific information

for on-site emergency care. Well-developed regional guidelines, such as [141] are fully

adequate but are mostly insufficient for information and decision support system

development.

The emergency care guidelines cover e.g. respiratory syndromes, circulatory fail-

ure, trauma and prenatal situations. The focus in [39] was on trauma which typically

may involve skull fracture and spinal cord injury. It could also involve facial, thoracic

and/or abdominal injuries, or bleeding, hypothermia and burn wounds. The guideline

for trauma was described in detail and represented using the workflow standard Busi-

ness Process Modeling Notation (BPMN). We also discussed syntactic and semantic

aspects of BPMN.

1.4.4 System-oriented workflows in bioinformatics

Many analysis tools in bioinformatics are available as web-services. Efforts to stan-

dardize interfaces of these web-services have resulted in a trend from web-page based

analysis to using web-services. The motivation for distribution of tools is that many

tasks require substantial computational resources and/or access to large and fre-

quently updated databases. It is quite common that the results from one web-

service invocation must be further analyzed using other web-services. The standard

BioMOBY [135] aims to simplify this task by defining a shared datatype ontology

and a standardized web-service protocol. The web-service protocol was improved to

increase availability of web-services by redundant service instances [113] and specifica-

tion of a protocol for asynchronous web-service invocation [15] (see also Section 3.3.3)

which enables long-running analysis. Software for sharing web-service metadata in a

metadata repository was described in [114, 112, 49].

Combinations of web-services (web-service compositions or workflows) to solve

high-level tasks are often re-usable by other researchers. Workflow metadata can
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be shared through workflow repositories (Paper V). The paper describes a workflow

repository which is integrated with the system from [94]. Workflows in bioinformatics

can be used to solve complex problems. Bioinformatics processes were considered

more suitable than health care processes since many bioinformatics workflows are

purely system-oriented and because it is complicated for legal and ethical reasons to

use external web-services to analyze patient-data.

Paper V discusses the workflow paradigm and requirements for sharing workflows

in repositories. This enables not only re-use of typical service compositions but also

peer-review of steps taken for data analysis. The paper exemplifies functionality with

a demonstration of how to use web-services and the workflow repository to estab-

lish evolutionary relationships between species (phylogenetic trees). Several steps are

described, for example uploading and documenting of workflows and enacting work-

flows. The paper is concluded with discussions of unsolved issues related to workflow

discovery (see Section 3.3.1) and quality assurance.

Paper IV (and also [116]) describe a system (Magallanes) for service discovery and

composition. It is able to use metadata from various repositories of service metadata,

including the BioMOBY service repository [145]. Users specify a query (for example a

word) which is matched against service and datatype descriptions. These matches can

be exact or approximated using Levenshtein’s text distance. If a search term does not

exactly match any service, the discovery module automatically suggests other search

terms to the user. Search results are ranked not only after their degree of matching

with the search term but also based on previous user selections.

The system can also generate service compositions (workflows) based on user

specifications of input and output data types. This is possible due to the shared

data type ontology of BioMOBY. In the case that several compositions are possible,

users may select the path which best fits the intended task. The compositions can be

exported to Taverna [99] for further editing and enactment.
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1.4.5 Pharmacology information systems

The need of interaction between clinical information systems was motivated by the

study of a previously developed decision support system [106]. While this system

was able to provide guideline-sanctioned pharmacological treatment advice for hy-

pertension, the system could not interact with pharmacological databases. Such a

connection was necessary to provide users with additional information regarding sug-

gested drugs (thereby aiding the decision process) but also to allow potentially auto-

matic checks for drug-drug interactions between the recommended drug and earlier

prescribed drugs.

Decision support tools and information systems are not useful unless they are

available at the time and point of patient care. Mobile devices have the potential

to provide access to information regardless of where patient care takes place. The

area of pharmacological decision support and information was selected and several

prototypes of pharmacological information systems were developed for mobile phones

(Paper III) and hand-held devices (Paper II). In a follow-up paper [67], an API for

accessing a national database for pharmacological information was developed together

with a prototype for mobile phones.

Various forms of CDSS are possible (Paper III). We exemplify and discuss three

kinds of systems: a system for pharmacological hypertension treatment [106] based on

a clinical guideline, a prototype for dementia diagnosis and finally a drug information

system for mobile devices.

The structure of drug interaction information was studied from a rough-set point

of view in Papers VI and VII. We showed that such interactions can be represented

using rough sets and in an abstract mathematical area (category theory). However,

extensions of these initial representations should be developed in future work.



Chapter 2

Information structures

“I am fain to sum up with an urgent appeal for adopting ... some uniform

system of publishing the statistical records of hospitals. There is a growing

conviction that in all hospitals, even in those which are best conducted,

there is a great and unnecessary waste of life ... In attempting to arrive at

the truth, I have applied everywhere for information, but in scarcely an

instance have I been able to obtain hospital records fit for any purposes of

comparison ... If wisely used, these improved statistics would tell us more

of the relative value of particular operations and modes of treatment than

we have means of ascertaining at present”

Florence Nightingale, Notes on Hospitals. Green, Roberts, Longman, and

Green, 1863

What makes the information in medicine different from information in economics

or physics? In other words, why is a dedicated science discipline (medical informatics)

needed? The amount of information is certainly not particularly high in medicine.

Databases in areas such as business and nuclear physics can reach sizes of several

terabytes. Several aspects of medical data makes handling challenging [22]. Data

in bioinformatics are also reaching extreme sizes (see Section 2.2). This chapter is

dedicated to information structures in health care and bioinformatics.

11
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2.1 Medical data

Information is collected using dissimilar collection and measurement methods (such

as physical examinations, lab tests, radiology tests, patient interviews). Measurement

equipment have different accuracy ranges and doctors have different education and

experience levels. Values can be difficult to compare between patients and measure-

ment opportunities. For example, ascertaining blood pressure measurements can be

very difficult due to errors in measurement, variations in blood pressure, stress levels

of patients etc. Information coming from patient interviews is subjective and its us-

ability largely depends on the ability of physicians to ask correct questions, interpret

the answers and later codify the information correctly.

Routines for entering patient data in EPRs might also affect the coverage and

consistency of the data sources. For example, in [71], lab results and measurements

were stored as free text notes in the electronic patient record (EPR), even though the

system provided specific functionality to enter such data in a structured and codified

way. This problem can only be addressed by better software which permits effective

and suitable structured data entry and stricter quality control.

Nontheless, in general, the deployment of information systems in health care af-

fects positively the quality of patient data, in particular for drug prescription data

[136]. The motivations for EPRs are clear; faster and more efficient access to patient

information compared to paper-based patient records. While advanced decision sup-

port systems can be used without an EPR, direct access to patient data makes the

decision task more efficient and less error-prone [140, 80]. Other sources of medical

data are radiology, ultra-sound and digital endoscopy (images/video) equipments.

2.2 Molecular biology data

The expression “information overflow” has historically referred to human incapabil-

ity of integrating and interpreting increasingly huge amounts of information. In a

special issue of the journal Science [31], we can see that this expression now also is
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valid for automated processing by computers. In bioinformatics, technological break-

throughs are producing unprecedented “mountains” of data. Genomics sciences are

experiencing a paradigm change where comparison of whole genomes is a real pos-

sibility. The medical applications are also important since these new technologies

enable cost-effective personalized medicine as the cost of genome sequencing continue

to decrease.

Sequencing of the human genome with Sanger technology was relatively slow and

expensive [142]. Several breakthroughs have resulted in very cost-effective Next-

Generation Sequencing (NGS) technologies [124], such as 454 sequencing from Roche,

Solexa from Illumina and SOLiD from Applied Biosystems. Selection of NGS tech-

niques is influenced by the intended goal, for example genome assembly, transcrip-

tomic analysis, single nucleotide polymorphism (SNP) or copy number variations

(CNV). In all those cases, the amount of data to process is considerable. Cost of data

production is also decreasing. For example, the National Institutes of Health (NIH)

has announced funding for projects with the aim of completely sequencing a human

genome for less than 1000 US dollars.

Consequently, genome sequencing of patients, as a base for personalized medicine,

will likely become economically viable and common in the near future. However, full

genome sequencing is not always necessary. In specific cases, it is only necessary to

study areas of the genome known to be associated to specific conditions. Nevertheless,

genome-disease associations must be previously known [146] for such sequencing to

influence determination of diagnosis or therapy. This is one of the motivations for the

1000 Genomes Project [130] which aims to obtain complete genome sequences for (at

least) 1000 humans in only three years. The goal of the project is to discover genetic

factors and variations related to diseases in humans.

Other areas in bioinformatics are also experiencing dramatically growing data

sizes as a result of technology advances, for example in DNA microarrays [58].

Taking into account such data production, it is also essential to consider data

quality aspects. Unfortunately, data curation lags behind the rapid generation of data
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[59]. The field of biocuration aims to organize, represent and make available biological

data to researchers. Tasks such as data representation, gene annotation in large

databases and tagging research papers with concepts from controlled vocabularies

are considered crucial for future research.

2.3 Dealing with sensitive patient data

Patient data is sensitive information and is, therefore, protected by privacy laws. For

example, there exists a risk that medical insurance companies might deny coverage

based on the medical history of patients. With the increased citizen mobility in

the European Union, interchange of medical history of patients becomes a necessity.

However, legislation concerning handling of medical data make it difficult, or even

impossible, to attain necessary permissions to use data across country borders.

Many hospital information systems have traditionally been constructed as “islands

of data” [66]. To some extent, this is a direct effect of health care organizations policies

to build a secure “wall” around their information systems. Sharing of patient data

with other care-givers outside of the organization is thereby limited although such

sharing can be motivated both ethically and medically.

There are similar ethical concerns for molecular biology data since genetic data

from patients can be used to identify a person. Additionally, genetic data can also

be used to determine probability for diseases and even ethnical origins. Hence, any

research involving genetic data must also consider ethical and legal issues. Ideally,

even if legislation does not require it, informed and freely given consent by patients

should be given prior to using their genetic data. Informed consent should also be

possible to be retracted by patients at any time [23].

However, it is not always necessary to know the identity of the person from which

data comes from. For example, statistical analysis can be made on the genetic data

to find patterns without the need to associate data with specific patients. Various

procedures of anonymization then become possible. In [8], legal aspects of genetic
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data and different levels of anonymity are discussed; truly anonymous data which is

impossible for anyone to associate to persons and pseudonymized data where infor-

mation which can be used for personal identification has been replaced with a label.

The association between labels and personal information is only possible if the re-

searcher has access to a mapping file. If the researcher does not have such access, the

genetic data can be considered anonymized from the point of view of the researcher.

For example, in Austria researchers may use and transfer sensitive data if it has been

pseudonymized and if the scientific research or statistical study does not aim to pro-

duce results directly for individual patients. If not, additional restrictions for data

usage are applied. Other degrees of anonymization are also possible, including de-

facto anonymized data which can only be turned into personal data with considerable

time, expense and labor.

In [23], the architecture for data protection in the European Union co-founded

project Advancing Clinico Genomic Trials (ACGT) [138] is described. The high-level

objective of the ACGT project is the development of methods and software systems

which can improve the understanding of cancer research data through integration

and analysis of biomedical information. The ultimate goal of the project is to en-

able faster and more accurate diagnosis and treatments on an individual basis for

cancer patients. This is accomplished by the development of an integrated and Grid-

compatible software platform which can support post-genomic, multi-centre clinical

trials. Management of patient data in clinical trials is organized with Virtual Orga-

nizations and data access is based on credentials.

The approach in ACGT is to pseudonymize sensitive data and to establish an

authority for data protection which enters into legally binding agreements with project

participants to ensure data protection. This authority is also responsible for taking

into account country-specific variations in legislation. This is necessary since the

current European legislation permits the member states to implement exceptions in

patient data protection (which vary between states). The agency for data protection

also establishes a trusted third party which holds software tools and cryptographic
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keys, which can (when authorized) be used to de-anonymize data as required (for

example, if a research result has clear relevance to an individual patient).

2.4 Integration of heterogenous medical data sour-

ces

One early effort to standardize patient record structures is the PRA document archi-

tecture [33] which suggested to use the information model in Health Level 7 (HL7) [56]

as a reference to exchange patient data records. Despite such efforts, the multitude

of sources and structures of data related to patient care remain great challenges for

data integration and communication. However, integration and communication are

fundamental to enable secondary usages of patient data, such as discovery of clinically

interesting patterns in large data-sets or integration with biomolecular data (enabling

personalized medicine).

This is the foundation for the development of clinical guidelines and CDSS (see

Section 3.2.1). There are, of course, many approaches to data integration but this

thesis summary only highlights two approaches which have been applied previously

in medical informatics; data warehousing (see Section 2.4.2) and mediation-based

approaches (see Section 2.4.3). For further details on the methods other than the

brief summaries of this section, please see the provided references.

2.4.1 Terminology systems in medicine

Codification of medical data is important for efficient information interchange. Such

codification assigns terms from terminology systems to patient data. A terminology

system assigns terms to concepts or objects within a certain domain [29]. Patient

data can thereby be understood with considerably less ambiguity, assuming that the

terminology system accurately represents the domain both in scope and granular-

ity. A multitude of terminology standards in medicine are available, see [20, 21] for
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overviews.

Relations between concepts in a terminology system can imply additional infor-

mation. Two types of hierarchical relations can be differentiated. Generic relations

arrange terms in the sense that the species possesses all features of the genus with

at least one other feature added, for example “Hepatitis B” (species) is a “viral

hepatitis’’ (genus). Another kind of hierarchical relation is the partitive rela-

tion which is the relation between the whole and the parts, for example “heart”

(part) and “vascular system” (whole). There are also non-hierarchical relations

such as relations between concepts based on time, space and cause. Examples in-

clude “HIV-virus” causes “AIDS” and “fever” before “spasms”. Especially time

relations are important in medicine [90, 123, 12, 75] since they enable analysis of

time-series and thereby trends.

The codification process is affected by the choice of terminology systems. Selection

of standards is consequently important. Several aspects are important for terminology

systems [140, 100]:

• Domain completeness

• Non-overlapping classes (clear criteria for class boundaries)

• Suitable for its purpose

• Homogeneous ordering (one principle per level)

• Usage guidelines

• Appropriate level of detail

Several types of terminology systems can be differentiated [140]. A thesaurus is a

terminology with index and possibly synonyms and preferred terms. A classification

is a terminology system in which concepts are related generically. A vocabulary is a

terminology together with definitions of terms. A nomenclature is a terminology with

rules to compose new concepts in a certain domain. A coding system is a terminology
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with a coding scheme. An ontology is a set of concepts together with their attributes

and relations to other concepts.

2.4.2 Medical data warehousing

One approach to data integration is collecting and storing data in a data warehouse

(DW). A DW is a “subject-oriented, integrated, time-variant, non-volatile collection

of data in support of management decisions” [61]. DWs are suitable for data-mining

since data in a DW is non-volatile and analysis is therefore repeatable. Data is

loaded, transformed, cleaned and regularly updated from the data sources to the data

warehouse [62]. Potential conflicts and inconsistencies between the data sources must

also be resolved. Differences in naming, structures, semantics and implied knowledge

in the data sources could complicate integration [133]. Online analytical processing

(OLAP) tools are used for multidimensional analysis in DWs. OLAP permits analysts

to successively focus on lower levels of detail.

DWs are also better suited than EPRs for analysis of patient data since the

database structures of EPRs are designed for efficient access to data on a patient-

specific basis. This causes efficiency problems when more general queries are needed.

Typically, normalized data are stored in tables to save both space and ensure consis-

tency. Since DWs are intended for data mining, they can also achieve better efficiency

by re-organizing data and reducing the necessary table conjoinings during query pro-

cessing. Depending on the level of structure and quality of patient data coming from

data sources, data imported into the DW might need some “scrubbing” (for example

by codifying existing data).

Data in a DW are collected from multiple data sources and transformed to use

common data formats and terminology. This is a complicated task in medical DWs,

as it involves collection and integration of data from various health care informa-

tion systems (for example EPRs, nation-wide clinical registers and administrative

databases containing patient billing information). The medical history of a patient

can be of great importance in data analysis. If such patient data is stored in external
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information systems (for example, when a patient has moved and changed hospital),

it becomes necessary to identify the patient across data sources (using social security

numbers or other strategies) and ensure that information is codified using the same

terminology system.

In [134], a methodology is proposed for establishing DWs in medicine. A DW

to support long-term care of elderly patients is used to exemplify the methodology.

Decisions have to be made regarding intervals of data updates and protocols. It is

important to establish trust among the owners of the data sources that patient data

privacy is a high priority. Data is anonymized before being exported to the DW

but each data source owner could, if needed, use a mapping between social security

numbers of the patients and the internal identifiers in the DW system to identify

patients. Reported problems were related to the quality of the data which resulted

in the development of complex filtering procedures (in some cases even manual in-

spection was needed). The use and development of ontologies could be seen both as

a requirement and as an important result from data integration since it motivates

stake-holders (data source owners) to use common terminology for data.

The paper in [154] describes a DW established to support research in traditional

Chinese medicine. Their process is simplified compared to [134] due to the use of a

standardized and structured clinical record as a data source. Data is also anonymized

before importing into the DW. The patient record used as data source is complex and

to simplify analysis, the patient record is mapped to a clinical reference implementa-

tion model which is later used in the DW. Differences in terminology system usages

were resolved during data transformation and pre-processing.

The significance of DWs for evidence-based medicine is discussed in [132]. Gener-

ation of logic for guidelines is suggested to be based directly on data mining of clinical

data. Several case-studies are used as a motivation for important tasks that can be

supported by DWs with regards to evidence-based medicine. Rules in guidelines can

be continuously refined as additional data is included in the data warehouse. DWs

can also support the development of clinical pathways (i.e. human-oriented processes,
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see Section 3.1) through optimization of resources in a clinical environment based on

past patient data, for example average hospital stay for recovery after operations.

Various aspects of data collection are discussed in [34], where a clinical data

repository at the university of Virginia is reported. The data repository described

supports similar tasks as the DWs in [154, 132, 134] but few details are given regarding

data importing and scrubbing. Interestingly, this data repository includes (encrypted)

patient identifiers; in effect, potentially identifying values were encrypted instead

of being removed prior to importation. Such data can be decrypted but require

permission from a committee. Few details about any schema transformations were

given, suggesting that the data repository is a federated database [125] which is

separated from the production systems and updated on regular basis. The main usage

of the data repository is to generate administrative reports although some examples

of medical queries are given.

The software infrastructure in caGrid [101] is designed to facilitate biomedical

research. Its components support publishing, discovering and managing metadata

for data sources and analytical tools. The infrastructure aims to facilitate, in par-

ticular, cancer research. caGrid extends existing Grid computing technologies and

infrastructure with programmatic support for integrating structure and semantic as-

pects of biomedical data. Grid services can be discovered based on complex queries

including input/output data semantics and other characteristics (statistics related to

availability of services etc.). Service compositions can be constructed and enacted

as workflows. Access to services is restricted according to grid credentials and trust

levels. If a security breach is discovered in any service, the system will ensure that

clients no longer communicate with that service.

While there are different levels of integration in caGrid, ideally services and data

should be made interoperable by using common vocabularies to facilitate data in-

tegration, including annotation of data elements (meaning), value domains (which

values an element can have), relations to other concepts and syntactic integration

by sharing XML schemas. Services should also be annotated with metadata such as
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input and output data types and under which authority (organization) the service is

provided. Service metadata is registered and shared in a repository component.

Queries to caGrid data-sources are expressed in an object-oriented query language

called CQL. The typical data source in caGrid is described using UML. These de-

scriptions can be used with a development toolkit to produce a data service which

is able to accept queries expressed in CQL. Data services translate CQL queries into

database queries.

Combination of data sources was previously possible in caGrid but was considered

a client task and there was no direct support in the architecture. In [85], extraction,

transformation and loading (ETL) of data from heterogenous data sources in caGrid

is facilitated with semantic information. The data sources initially used were caTissue

with information about biospecimens and clinical data (patients, diagnosis etc.) and

caArray with microarray and gene-expression data. Briefly, the ETL process was

based on ontologies which were generated using descriptions of the data sources in

UML and from a terminology with cancer concepts. The ontologies were loaded into

a semantic triple store. Data was extracted from the two data sources and linked

with a custom inference rule. The data was then loaded into a ”semantic” data

warehouse. Their approach is demonstrated by querying data from the datawarehouse

and performing a Principal Components Analysis. Although the work reported in

[85] is an early prototype, it shows the utility of using ontologies to improve data

integration.

2.4.3 Mediator-based methods

The establishment of data warehouses is not always an optimal solution. For example,

the enormous data sizes being produced from NGS projects (see Section 2.2) are not

easily transferred. Accordingly, rather than collecting and storing data in a centralized

repository, an alternative approach is to leave the data at the original data sources

and instead dynamically combine data through queries resolved by a mediator.

A mediator-based system in data integration performs dynamic translation of user
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queries between the schema of a mediator component and schemas of data sources.

Data is not re-organized and expressed in common terminology system. Instead, map-

pings between a common mediator schema and data source schemas are established.

Early bioinformatics systems for data integration consisted of federated databases

where databases with different schemas can be queried as if they have a common

schema. Mediator-based solutions can be seen as loosely coupled versions of feder-

ated databases [57].

In Global-As-View (GAV), a global schema is established with direct mappings

to the local schemas. Adding new data sources requires a modification of the global

schema and the mappings. The Local-As-View (LAV) approach is scalable and easier

to maintain than GAV since the global schema is created independently of the local

schemas. The schemas of new data sources are described in terms of the global

schema (which thereby changes less frequently). LAV usually suffers from low query

performance for very complex queries compared to GAV.

The ACGT project [138] (see also Section 2.3) highlights the complexity of inte-

grating patient and genomics data from multiple centers and even countries. Data

integration is mediator-based where a master ontology describes the domain con-

cepts. Patient data is anonymized and stored in (potentially) heterogenous databases.

Data-sources are represented by a source description consisting of a local ontology

with mappings to the local data source schema together with references to concepts

in the master ontology (a LAV approach). Additionally, source descriptions contain

metadata specifying query capabilities and security information.

Queries are specified in terms of the master ontology concepts. Users (including

ACGT services) do not need to be aware of data source schemas or access meth-

ods in the participating centers. Queries are sent to a mediator component which

translates the queries to use terms from the local ontology of the data source. The

translated queries are sent to wrappers which use the source description to form a

query expressed in the local database schema. The result from the local database

query is translated to use concepts of the local ontology and sent to the mediator
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which translates the data to use terms from the master ontology and integrates re-

sults from potentially several sources. Results from queries or data mining software

are shared in a common storage system.

2.4.4 Discussion

When designing any system which deals with patient data (such as CDSS), many

factors have to be considered. The usage of consistent standards must to be a priority

in order to promote secondary uses of patient data. Because of semantic problems

when dealing with codes in different terminologies, heterogenous data from many

sources are difficult to correctly integrate and interpret. Identification of similar

terms (aliases) among various terminology systems is error-prone since the systems

can differ in structural organization, semantics and in granularity of concepts.

The semantics of patient data is important. The string “C61” does not convey

any content by itself. By adding the knowledge that the code is an ICD-10 [149]

code we can understand that it represents a diagnosis code for malignant neoplasm

of prostate. By adding additional information, such as temporal information (when

was the value entered in the system), the source of the information (measuring equip-

ment model, doctor, nurse, CDSS advice etc.), patient history (previous examinations

and diagnoses), what ranges of values are normal (or possible), we can describe the

background of the data (i.e. metadata). Even references to the actual workflow at

the source clinic can be specified, allowing data analysts to determine if data are

trustworthy.

Another important aspect is the coverage of medical terms. It is not sure that a

single standard can be used for all fields in medicine. This is, in part, the motivation

for the multitude of standards in medicine. In some cases, existing standards have

been adapted for use in speciality fields, see for example the Diagnostic and Statistical

Manual for Mental Disorders (DSM) standard [5] which is a more detailed version

of ICD-10 but focused on mental disorders. Secondary uses, such as statistics and

knowledge extraction, make it difficult to predict who will use the data.
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Mappings of medical terminology systems are likely to be necessary when inte-

gration of heterogenous data sources is pursued. The Unified Medical Language Sys-

tem (UMLS) [16] attempts to unify medical terminologies by using a metathesaurus.

It enables code translations between the terminology systems (nearly one hundred,

counting national variants) which is an unavoidable requirement when faced with het-

erogenous patient data sources. The metathesaurus itself already provides relations

between clinical concepts. This is further specified in the semantic network of UMLS.

Biomedical terms are specified in a specialist lexicon. Being able to communicate

data between systems using different terminologies is not only recognized as an im-

portant feature by UMLS but also by more traditional terminology systems such as

Read codes (also called the Read Clinical Classification).

Additionally, genetic information and, in particular, patient data are protected

by data-privacy legislation. Transferring such data is complex from a legal point of

view, in particular over country borders (see Section 2.3).

2.5 Rule generation from patient data

In Paper I, we studied generation of association rules from clinical data (see also

Section 4.1.1). In this section, the method used in that study is summarized.

2.5.1 Association rules

Similar to rough sets (see Section 2.6.1), association rules [3] can be used to find asso-

ciations between objects in a data set. Association rules describe frequent attribute-

value combinations.

Let I = {I1, I2, . . . , In} be a set of items and T = {t1, t2, . . . , tn} a set of transac-

tions, where each transaction is a subset of I. An association rule is usually written

as A⇒ B, where antecedent A and succedent B are disjoint subsets of I. Such a rule

should be interpreted to mean that transactions containing A tend to contain B.

The support of A⇒ B is given by the frequency of transactions containing items
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from A and B. The confidence is the number of transactions containing A and B di-

vided by the number of transactions containing A, i.e. it is the conditional probability

of B given A.

In medical applications, useful rules could associate patients with certain lab test

results and symptoms to a specific diagnosis. Even without a specific outcome defined

as a target, it is possible to find clinically interesting association rules by testing

variables. In [17], association rules were generated based on one year of Pseudomonas

aeruginosa infection control data. The purpose was to find low confidence but high

support rules, since high confidence, high support rules were assumed to be already

known by the physicians. This was also a way to filter the large amount of rules.

The data was divided into various time-slices and almost 20000 rules were discovered,

illustrating the need to have a filtering strategy which shows only the most relevant

rules to the end-user.

Another study of how to apply data mining techniques to medical data is pre-

sented in [128]. A healthcare DW was established in order to have a stable data

source as a base for investigations. The data warehouse was an example of the cross-

domain collaboration needed, including medical staff, computer scientists and patient

record experts. The aim of the data mining was to support business decisions for the

health care organization. Several data mining techniques were combined, including

association rule discovery. Some results from the data mining tools were not easy to

interpret by users and therefore an OLAP tool was used to visualize results. Besides

providing support for management decisions, the system has had a positive effect on

the codification of patient data and services. The analysis can also be semi-automated

and thereby more easily repeated on-demand by users.

2.5.2 General Unary Hypothesis Automation

General Unary Hypothesis Automation (GUHA) generates hypotheses based on data.

The formulas generated are of the form A ⇒p,t S where A is the antecedent and S

is the succedent, meaning that 100 · p percent of the objects (patients) in the data
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satisfying A also satisfy S. The antecedent A is t-good if at least t objects satisfy it.

In many ways, this is very similar to the notion of association rules with support and

confidence.

Several procedures are available but, in particular, the 4ft-quantifier, ≈, is im-

portant since it directly provides association rules ϕ ≈ ψ, where antecedents ϕ and

succedents ψ are conjunctions of Boolean attributes, or literals, such as Age(70; 80)

and AnginaPectoris(STABLE).

Given a data matrix M , the association rule ϕ ≈ ψ is verified using the four-fold

table (4ft), see Table 2.1.

M ψ ¬ψ
ϕ a b
¬ϕ c d

Table 2.1: The four-fold table.

The table should be interpreted to mean that “a is the number of objects satisfying

both ϕ and ψ, b is the number of objects satisfying ϕ but not ψ, a+ b is the number

of objects satisfying ϕ”, and so on. Note that an association rule can be either true

or false given a data matrix.

Various 4ft-quantifiers are defined in [54]. A founded implication ⇒p;Base, with

0 < p ≤ 1 and Base > 0, is subject to conditions:

a

a+ b
≥ p and a ≥ Base

The association rule

ϕ⇒p;Base ψ

is interpreted as “100 · p percent of objects satisfying ϕ also satisfy ψ” or “ϕ implies

ψ on the level of 100 · p percent”. The “above average relation” ≈+
p;Base, again with

0 < p ≤ 1 and Base > 0 is subject to conditions

a

a+ b
≥ (1 + p) · a+ c

a+ b+ c+ d
and a ≥ Base
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The 4ft-Miner approach can be embedded into a logical calculus for a first-order

language. The deduction rule
ϕ ≈ ψ

ϕ′ ≈ ψ′

is applicable if we have that ϕ′ ≈ ψ′ is true in M whenever ϕ ≈ ψ is true in M .

Further details are available in Paper I.

2.6 Categorical approaches to rough sets

In Papers VI and VII, we use category theory, in particular the structure of rough

monads (see Section 2.6.2), to represent rough sets in order to deal with drug-drug

interactions.

2.6.1 Rough sets

The theory of rough sets [103] is based on the idea that objects (in this case patient

cases) containing a subset of attribute values in common are indiscernible (considered

identical) based on the available knowledge. Using analysis of medical data as an

example, an outcome is chosen together with a subset of attributes to be studied and

algorithms create the rough set representing patient cases with that outcome. Patient

cases with the outcome are considered to be in the lower approximation of the rough

set unless they have identical attribute values with a patient case with a different

outcome (i.e. they are counter-examples). The latter patient cases are considered

undecidable (possible members in the rough sets) and are in the boundary region of

the rough set. The upper approximation of the rough set contains both the lower

approximation and the boundary region. Other patient cases are not considered as

part of the rough set. Please see section 2.6.2 for details.

As mentioned before, medical data often has many attributes and therefore the

process of finding a reduct is important. A reduct is the minimal set of attributes that

preserves the indiscernible relation. In other words, a reduct maintains the ratio of
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properly classified objects. Redundant attributes are in this aspect no longer regarded

as they do not contribute to the classification.

In [76, 77], rough sets were applied to data on solitary pulmonary nodule patients

in order to find a smaller subset of patient data, test results, etc. than the set currently

used in medical diagnosis practice. This is important because this might mean that

patients do not have to undergo biopsy. The results showed perfect (100%) prediction

accuracy for 91.3% of the patients. On the other hand, the patient data set was small

and it is difficult to draw any conclusions from this result.

A good survey of applications of rough sets in medicine and other areas can be

found in [73].

2.6.2 Rough monads

In Papers VI and VII, we use an implementation of rough sets using an abstract

mathematical theory called category theory to represent drug-drug interactions. One

main advantage of category theory is the ability to abstract in the sense that many

structures can be described in terms of relatively few categorical ones. Category

theory has been applied to computer science: for instance, term rewriting systems,

game semantics and concurrency.

Briefly, a category consists of a classe of objects and morphisms (mappings be-

tween objects). Each morphism has one object as the domain and another object as

the co-domain. Identity morphisms are mappings between the same domains while

composite morphisms are mappings between the domain of one morphism and the

co-domain of another morphism.

If the objects in a category are themselves categories and the morphisms are map-

pings between the categories, those morphisms are called functors. Natural transfor-

mations provide mappings between functors. A monad consists of a functor together

with two natural transformations fulfilling certain conditions. In Paper VII, we in-

clude formal descriptions of these structures.

When a functor is extendable to a monad, it is especially interesting, in particular
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with partial order integrated. To enrich the structure of a powerset, we can consider

the partial order given by set inclusion. The powerset functor extended to a monad

can thus be further extended to a so called partially ordered monad. These partially

ordered monads are powerful tools for providing rough set operations, and in general

for working with rough set like general structures.

Background

By using category theory, we can represent rough sets based on monads. Monads

have been used in different areas, such as unification where they were used to extend

the classical concept of a term to a many-valued set of terms [48].

Rough sets build upon relations, and categorically, a relation can be seen con-

nected to a powerset functor that can be extended to a monad. Further, whenever

general powerset monads can be extended to partially ordered monads, this structure

is sufficient for the provision of rough set operations in a category theory setting.

Rough monads

Applications in health care reveal a need for extension of traditional rough sets to

handle vague information [73]. In this context, rough monads [38] provide a promising

setting for further developments. It is possible to represent uncertainty with both

rough sets and fuzzy sets. These two concepts can be connected by using partially

ordered monads. The partially ordered powerset monad P , can be used to provide

rough set operations to complement the many-valued situation. This section briefly

summarizes the main concepts.

Rough sets are traditionally defined on ordinary set based relations, i.e. relations

on X as subsets of X ×X. More specifically, we start by defining a relation on a set

X with a mapping ρX : X → PX, where ρX(x) = {y ∈ X | xRy} and the inverse

relation R−1 is represented as ρ−1
X (x) = {y ∈ X|xR−1y}. To be more formal, given a

subset A of X, the lower approximation of A corresponds to the objects that surely

(with respect to the considered relation) are in A.
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The lower and upper approximations of A are, respectively, obtained by:

A↓ = {x ∈ X|ρX(x) ⊆ A} and A↑ = {x ∈ X|ρX(x) ∩ A 6= ∅}

These basic definitions of rough sets are reformulated using the partially ordered

powerset monad, (P,≤, η, µ) (where η and µ are the natural transformations providing

the monad). This allows us to represent the upper and lower approximations of a

subset A of X as:

A↑ =
∨

ρX(x)∧A>0

ηX(x) = µX ◦ Pρ−1
X (A)

and

A↓ =
∨

ρX(x)≤A

ηX(x),

respectively.

These upper and lower approximations can be further generalized, as shown in

[38].

2.7 Case study: Data extraction from patient jour-

nals

In [71], we performed a case study to determine the possibilities and difficulties of

using an EPR as a data source for analysis. Data warehousing approaches can be

useful in quality assurance and data analysis (see Section 2.4.2). Data retrieval from

record systems has been previously attempted, see for example the approach in [37],

where a system for data retrieval from MUMPS based record systems was developed

for use within a laboratory environment. Search criteria given by users were converted

to querying code, and resulting data files delivered to the end-user, thus minimizing

retrieval time from the end-user point of view. A similar approach was reported in

[11], which describes graphical query generation based on object-oriented user views.
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We studied patient data related to Lower Urinary Tract Symptoms (LUTS). These

symptoms affect the quality of life of patients. In most cases, the cause is benign but

could be more serious, including prostate cancer.

LUTS symptoms can be organized in three categories [2]:

• storage symptoms, including high frequency of urination, nighttime urgency to

urinate, urgency to urinate and leakage.

• voiding symptoms, including slow stream, hesitance to initiate urination and

muscular straining.

• post-urination symptoms, including feeling of incomplete emptying of bladder

and urine leakage directly after urination.

Particularly for women, age is an important factor which influences the occur-

rence of LUTS [88]. Among men, these symptoms are often associated with benign

prostatic hypertrophy (BPH) [137], sometimes called enlarged prostate. Other causes

among men for these symptoms are prostate cancer, neurological diseases and dia-

betes. Treatment of LUTS depends on the diagnosis. If the patient suffers from

prostate cancer, options include surgery, radiation therapy, hormone therapy or bio-

logical therapy. The treatments also vary depending on the individual patient. One

example of such variations is the treatment of non-benign BPH. This condition could

be treated surgically, but the patient may choose to avoid surgery and instead be

treated conservatively.

The data collected included information about male patients operated during a

one-year period. These patients had been diagnosed with LUTS (including enlarged

prostate) and their conditions required prostate surgery.

The data collection was performed manually with the assistance of a domain

expert. Data was gathered from the year when the EPR of the hospital was introduced

at the urology department of Norrlands Universitetssjukhus (NUS). The record system

BMS Cross was used in clinics and health centers within the County Council of
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Västerbotten in Northern Sweden. About half of the data were collected from paper-

based patient records and the rest from the EPR.

Several laboratory tests were selected after discussions with physicians at the de-

partment (see Table 2.2). Data in the EPR were not always stored in the intended

database tables, thereby further complicating data collection. For example, labora-

tory values were entered as part of the clinician’s free text note even though the EPR

provided functionality to enter such values in a structured way. The reason for this

could partly be that the EPR was recently introduced at the time of the study.

Data for several patients were incomplete. Identified reasons were:

• The physician decided that a particular test was not necessary to make a di-

agnosis (although this test might be considered interesting in subsequent data

analysis).

• Department-specific routines suggested to record test values elsewhere than in

the EPR.

• Cumbersome user interfaces had the effect that values of tests were recorded

as a non-structured note rather than at the proper and codified location in the

EPR.

• Some values were not possible to measure since the patient was using a catheter.

Encouraging structured data entry (SDE) from the physicians enables also linkage

to medical terminology systems. Changes in routines at the clinic have since then

improved data entry. The conclusion from this study is that it is indeed important to

design and maintain carefully structured databases encoded with information encoded

with useful and internationally recognized terminology. Several values in the EPR for

LUTS data were not standardized according to a terminology system, for example,

bacterias found in urine cultures were inconsistently named.

Similar problems were reported in [108] which describes establishment of a medical

DW. Data regarding obstetrical patients were collected to identify factors that con-

tribute to perinatal outcomes. Some values, although valid, were not usable in data
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analysis, since they were stored in free text notes. Analysis of medical data should

therefore be preceded by the application of techniques that can handle missing values,

see for example [43] for some solutions.
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Variable name Description

OP DAT Date of operation

FÖDELSE Year of birth
PSA Level of Protein Specific Antigen
U-ODL Date of urine culture
NEG Result of urine culture (boolean)
BAKT Name of bacteria found in urine culture (if any)
RESECERARA Number of grams of prostate removed during operation
TURP Operation method (boolean)
TUIP Operation method (boolean)
STEN Bladder stone present? (boolean)

FÖRE Date of measurements before operation
KV1 Urine (ml)
MF1 Average flow of urine (ml/s)
RU1 Remaining urine in bladder (ml)
IPSS1 International Prostate Symptom Score
QULIFE1 Quality of Life score

3 MÅN Date of first follow-up measurements (around 3 months)
KV3 Urine (ml)
MF3 Average flow of urine (ml/s)
RU3 Remaining urine in bladder (ml)
IPSS3 International Prostate Symptom Score
QULIFE3 Quality of Life score

1 ÅR Date of first follow-up measurements (around 1 year)

KV1 ÅR Urine (ml)

MF1 ÅR Average flow of urine (ml/s)

RU1 ÅR Remaining urine in bladder (ml)

IPSS1 ÅR International Prostate Symptom Score

QULIFE1 ÅR Quality of Life score

ÖVRIGT 1 ÅR Comments from physician

Table 2.2: The data collected
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Processes

“Now, listen carefully: path: follow path; gate: open gate, through gate,

close gate.” Stephen Falken, War Games (movie)

3.1 Introduction

Standardization of processes in health care and bioinformatics is a key issue for pro-

moting evidence-based medicine. A process represents an act of doing something,

for example some type of data processing or patient care. Process descriptions in

health care (see Section 3.2) specify information flow among staff, patients and soft-

ware systems. Focus in these human-oriented processes is on the management of

human or physical resources. Diagnostic and therapeutic processes in health care

can be represented as clinical guidelines (see Section 3.2.1). Process specifications in

bioinformatics (see Section 3.3) typically specify information flow between software

components. Such processes are called system-oriented processes.

A workflow describes a series of activities (or sub-processes) as part of a process.

Activities can be linked and represent transitions between activities according to pre-

defined events or conditions determined on-the-fly. The links can carry information

from one activity to the next. In these cases, the information that flows into an

activity is the input of the activity and the information that flows out is the output

35
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of the activity. If activities are linked, the links represent dependencies (for example,

one type of dependency states that one activity must occur before another). Workflow

modeling is the act of creating a model based on existing or planned processes. A

workflow enactor controls, monitors and coordinates activities within processes as

defined by a workflow.

3.2 Processes in healthcare

Medical practice is continuously improved as the knowledge about the human body,

diseases, genetics and drugs increase. It is almost impossible for a doctor to keep up

with the latest scientific advances, unless the doctor is a specialist and is allowed time

for continued education/study in the area of expertise. Doctors should also be able to

judge the validity of both methodology and findings in research papers and decide if

their patients are similar enough with the subjects in the study to apply new results

in their patient care. Clearly, this is an overwhelming task.

For this reason, health care can benefit from the structure and standardization

achieved by process modeling. Typically, standardization can be achieved through

clinical guidelines and decision support systems (which can be based on guidelines).

These guidelines encourage using a scientific basis for decisions in medical practice and

are “systematically developed statements to assist practitioner and patient decisions

about appropriate health care for specific clinical circumstances” [44].

Through a process of consensus among a group of experts, such guidelines can be

said to represent, if not the only correct advice at least based on the current state

of research in the field, good enough advice [104]. Although workflow studies are

made in health care (see Section 3.2.2 for an example), it is common to structure

decision processes in healthcare through clinical guidelines. However, the outcome

of guideline introductions are not always positive, in fact an early study [53] showed

limited effect of clinical guidelines on the medical practice. They conclude that the

effect of guidelines largely depends on subsequent evaluations.
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Computerized clinical decision support systems (CDSS) are active knowledge-

based systems that use patient data to generate case-specific advice [140]. Clinical

guidelines sometimes provide the basis for logic in CDSS (see for example [106]).

Such logic can also be inferred directly from patient data (see for example [6, 42]).

Successful application of CDSS largely depend on the use of terminology systems

to enable data exchange with other clinical systems, see Section 2.4.1. Information

systems building on medical knowledge databases (see for example the systems with

pharmacological information described in [67, 41]) do not necessarily use patient data

and, as such, are not considered to be CDSS. Nevertheless, they can contribute with

important background knowledge to clinical decisions.

Compliance with clinical guidelines is a step towards evidence-based medicine.

For effective dissemination and use in clinical practice, guideline logic needs to be

synthesized into rules that can be implemented in CDSS [36]. While some clinical

guidelines describe different steps and information flow, they often lack a formal de-

scription that facilitates development of CDSS. The reason for this lack of formalism

is that such guidelines are often primarily intended for usage by care staff and only

to a lesser degree for direct use as a base for software developments. Another differ-

ence compared to system-oriented workflows is that clinical guidelines are typically

developed by a consensus among a group of domain experts. They involve the syn-

thesis of the current state-of-the-art in the given domain and may take considerable

time and resources to produce. This type of peer-review is typically not made for

system-oriented workflows in bioinformatics (see Section 3.3).

Many clinical practice guidelines are published as text documents, see for exam-

ple the JNC guideline for hypertension treatment [92]. While the JNC guideline is

evidence-based and widely accepted, it does not contain any clear logic (rules) to use

for reasoning in software. In [106], a decision support system for pharmacological

treatment of hypertension was developed based on the JNC hypertension guideline.

Logic for the software was derived by manual review of the guideline. To avoid such

time-consuming and potentially erroneous reviews, a more formal way of representing
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guidelines is needed.

3.2.1 Clinical guideline representation

The representation of clinical knowledge (such as rules) can cause problems regarding

re-use and maintenance of knowledge. In [18], approaches to representation of clinical

guidelines are divided in three categories; procedural approaches, rule-based systems

and task-based systems. In early systems such as Arden [109], a procedural approach

was used where the clinical knowledge is integrated in the source code itself as Medical

Logic Modules.

Alternatively, in rule-based systems, the logic and medical knowledge can be rep-

resented in a declarative form. This allows developers to clearly separate algorithms

that are used to apply the rules from the rules themselves. While this rule-based

approach certainly simplifies knowledge re-use, it is still hard to formulate rules with-

out connecting them closely to the specific context. This problem was addressed in

task-based systems such as PROforma [18] where the interpretation of the rules varies

between different contexts.

Asbru [122], in particular, comments the problems of using other formalisms, such

as traditional Workflow Management Systems (WfMS), to represent healthcare pro-

cesses. In many cases, WfMSs are not able to cover enough information to accurately

represent the sometimes ad-hoc processes in health care. However, WfMS can be

useful if the process can be clearly structured.

Guideline models are compared in [105] to identify similarities and differences

and, if possible, identify areas of similarity which could contribute to a consensus for

representing clinical guidelines. The models included in the study are Asbru [122],

EON [139], GLIF [98], GUIDE [111], PRODIGY [63] and ProForma [18]. Aspects

such as decision models, temporal representation, connections to terminology systems

and EPRs are compared. Several common mechanisms were identified and efforts are

under way to standardization within the context of HL7 [56]. It should be noted that

the goal was not the identification of and agreement on a universal guideline model.
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Such a model could become overly complex and, additionally, it is better to let de-

velopers choose whatever model best fits the guideline complexity and integrates well

with other software systems in the health institution. Indeed, the guideline models

were developed with different philosophies and, naturally, could not be incorporated

under a universal guideline model.

3.2.2 Case study: Information flow of radiology treatment

While it is clear that informatics support of processes in health care is useful [53],

it should be noted that those processes are often complex and not easy to model.

New information system in health care need to be integrated in the care process and

with other software systems. The human-oriented processes at the radiology clinic

of the Norrland Universitetssjukhus (NUS) were studied in [69] to better understand

the information flow. Radiology treatment is an information-intensive activity and

the clinic was using several software systems. The process was previously modeled

[47] using a CASE tool and included administrative information (appointments), de-

terminations of radiation dosages and angles to isolate effects in tumors, simulations

of radiation, care plans etc. Approximate time requirements and frequencies of the

activities were also included. Based on this information, the paper discusses require-

ments of workflow modeling tools for health care applications (robustness of workflow

enactments, workflow sharing and effects on software development).

The model from [47] was further studied to determine the suitability of using it for

simulation purposes [40]. Simulation is useful to determine bottlenecks in the work

processes and, specifically, could pinpoint places where improvements in informatics

support is needed.

Petri nets provide a method for discrete simulation [115]. We chose time Petri

nets, a high level Petri net augmented with time and container places, for simulating

the radiation therapy CASE models. One problem discussed in [40] was how to

represent the CASE models as time Petri nets. It became apparent that the CASE

model, although very specific, was not enough by itself as a basis for representing the
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processes as Petri nets. Additional study of information systems and processes at the

clinic as well as radiation therapy in general was necessary. Compared to the CASE

model, the time Petri nets could also represent resources such as doctors and nurses

explicitly in the model.

A similar approach was taken in [110] where Petri nets are used for simulation

purposes of a workflow for management of Acute Ischemic Stroke. Although petri nets

could represent the workflows accurately, non-expert users had problems to under-

stand the notations. An intermediate representation in Workflow Process Definition

Language (WPDL) is therefore suggested together with a software that translates the

WPDL model into Petri nets for simulation purposes. Resources (human and tech-

nological) are represented in an organizational model. Through workflow simulation,

new workflows can be tested and potential bottlenecks or problems be discovered

prior to the actual implementation in the care environment. Establishments of orga-

nizational model and study of information systems, already in place, thereby increase

the chance of successful introduction of computerized support.

A model-driven approach is described in [7], where HL7 and DICOM [87] standards

are used as a base to create workflows in health care. The workflows involve web-

services and security requirements are handled with WS-Security. In this case, there

was no prior analysis of specific work processes but instead the workflows were based

on sequence diagrams from the IHE initiative [126]. The paper focuses on establishing

the approach for a semi-automatic generation of workflows based on IHE artifacts.

While the approach in [7] is interesting and could be useful in settings where

HL7 messaging is used, applying it to the systems of the radiology clinic of NUS

would almost certainly require extensive changes in those systems. At the time of the

workflow study in [69], the electronic patient record used in most other clinics at NUS

had not been introduced yet due to the specific requirements of the clinic. Several

different systems were used for the different tasks and many parameters had to be

manually re-introduced as the patient care process advanced. Support of HL7 for

message interchange should be a requirement for future systems. Normal activities
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in the clinic would not require messaging through web-services but since the clinic is

also supporting other hospitals, this could be a future requirement.

Workflow modeling and simulation of radiation therapy is important as a prepa-

ration for various organizational changes, such as distributed decision making for

radiation therapy. The clinical competence at the clinic is very high and other care

institutions wish to take advantage of that competence through tele-medicine. As

smaller radiation therapy units are conjoined into larger units, difficulties arise e.g.

in information logistics, which in turn places heavy requirements on respective pa-

tient record systems to provide necessary clinical information about the patient to

define suitable treatment plans. Enhancing record systems with necessary informa-

tion structures in turn requires a thorough workflow analysis of the considered clinics

so that information logistics and resource management can be well understood and

jointly organized.

3.3 Processes in bioinformatics

Significant opportunities for personalized health care are possible because of advances

in post-genomic research [84]. Personalized health care can be applied to diagnosis

through genetic profiling of patients, if clear disease-genome associations are known.

In some areas, diagnosis is well-established and straight-forward. For example, al-

lergy diagnosis is often easier than allergy treatment. Treatment decisions can be

improved by studying treatment response based on genetic information. However,

clinical trials, which constitute the scientific base of such health care [121], need in-

creased informatics support [120]. Such informatics support includes administrative

tasks, trial monitoring, data management and analysis.

Approaches to data analysis in bioinformatics are typically based on web-services

and system-oriented workflows. We adopt the view of [150] where a web service “...is

a software system designed to support interoperable machine-to-machine interaction
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over a network. It has an interface described in a machine-processable format (specifi-

cally WSDL). Other systems interact with the Web service in a manner prescribed by

its description using SOAP-messages, typically conveyed using HTTP with an XML

serialization in conjunction with other Web-related standards.”

Web services are intended to be used by other software components. Consequently,

their interfaces must be described in a machine-friendly way. Service consumers that

use these distributed tools need to be able to dynamically discover (see Section 3.3.1)

and execute tools and is thereby able to use new algorithms to process data. This

discovery process is supported by tool metadata and this metadata is therefore shared

in a service registry (public metadata repository).

In service-oriented architectures (SOA), several roles can be defined:

• Service provider: This role provides access to an analysis software wrapped in

a web-service. This web-service is accessed via the internet and described with

an interface in a machine-interpretable format. WSDL [144] is the de-facto

standard for describing the machine-interpretable interface, including details

regarding how to interact with the service, syntax used for input and output

etc. There are various formats for describing service compositions (workflows),

a typical example is the Business Process Execution Language (BPEL) [64].

• Service consumer: This role is requesting a service to solve a specific problem.

The service consumer (or client) already has some input data and is looking for

a service that a) solves the problem and b) can consume the data.

The following activities are typical for SOA (see Figure 3.1):

• Register: This activity is performed by the service provider who registers (pub-

lishes) the service by sending a description along with additional metadata to

the service registry.

• Discover: This activity is performed by the service consumer which sends meta-

data describing the requested service to the registry. If successful, the service

registry returns matching service descriptions.
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Service registry

Service consumer Service provider

Bind

Discover Register

Figure 3.1: Important concepts in a typical service-oriented architecture.

• Bind: This activity is performed by the service consumer by using the service

description from the discover activity to communicate with one of the places

where the service is available.

Considering technological advances in high-throughput sequencing, gene expres-

sion monitoring and proteomics data acquisition, research in bioinformatics could

potentially require processing and analysis of massive data sizes (see Section 2.2).

On-line software for data analysis is in bioinformatics, where large computational

resources and access to large and constantly updating databases are requirements for

solving many typical problems. This is the main motivation for delegation of tool in-

vocation (execution) to remote servers with required computational resources. High

performance computing has been suggested as an effective solution [65] to process

such data.

Such a distribution of analysis steps presents several challenges that should be

addressed, among others:

• Limitations of data transfer. Since data in bioinformatics (see Section 2.2) can

be very large, data transfers must be minimized.

• Long-running service invocations. Analysis may require substantial time to

complete (not necessarily related to the size of the inputs). There is a risk that

connections to web-services are terminated, making it impossible to retrieve

results. This problem is discussed in Section 3.3.3.
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• Service data compatibility. Typically, several service invocations are necessary to

produce interesting results. Data formats used in services are typically defined

using XML Schema but since these definitions usually are not shared, sending

the output from one service as input to another service not developed by the

same service provider can be problematic.

It has, however, become clear that current techniques need to be complemented

with semantic descriptions of services, ideally using standards developed for the se-

mantic web [14, 78]. Web-service (or simply service) metadata can be used in the

sense of supporting discovery and definition of data-mining services through a cata-

logue or registry with service metadata. Metadata can be described as “data about

data”. The approach of publishing service metadata in repositories is not new in

bioinformatics, see for example Grimoires [148], MyExperiment/BioCatalogue [52] or

the ACGT metadata repository [114].

BioMOBY [145] aims to facilitate integration of services. The current approach is

based on a metadata repository (MobyCentral) where WSDL descriptions for SOAP

services and other metadata are shared. Discovery of services is performed through

a well-defined API. Metadata is defined using a service ontology which has been de-

veloped in collaboration with MyGrid [131]. Discovery mechanisms in BioMOBY are

limited since the MobyCentral API only provides fixed but well-specified queries in the

form of web services. Therefore, in a separate branch of the project, S-BioMOBY, the

developers show how the same metadata can be exploited using standard approaches

adopted from the semantic web. Clients supply a graph of concepts to a semantic

reasoning mechanism which tries to fill the graph. In this branch of the project, ser-

vices follow the REST-approach to service invocations (based directly on XML and

HTTP).

In bioinformatics, processes are often system-oriented (in-silico). Specification of

workflows based on these processes makes it possible to repeat sequences of tool invo-

cations, varying input values and thus allowing a researcher to compare results. This
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is a distinguishing characteristic of in-silico bioinformatics as compared to human-

oriented processes in health care where patients are affected during the process (ad-

ministration of drugs, operations etc). System-oriented workflows facilitate and stan-

dardize combination of resources to solve high-level tasks, for example complex web-

service compositions (see Section 3.3.2).

Bioinformatics workflows typically operate on a high level of abstraction in the

sense that they are using and connecting existing components. Workflow design is

aimed at domain experts and therefore many systems have customized graphical user

interfaces which attempt to hide complex details. On the other hand, there are cases

when complex data manipulation is required (for example converting data from one

format to another). One system with such capabilities is Taverna [99] where scripts

can be integrated in the workflow to process data locally before sending data to

additional web-services for further processing.

Several requirements for workflow systems are discussed in [30]. Workflow compo-

sition (or service composition) is sometimes automated to various degrees (see Paper

V) based on semantic annotations (see Section 3.3.1). Depending on the system, the

activities in a workflow are only abstract and systems map the abstract activities to

specific resources (for example computational resources) during workflow enactments.

This mapping involves scheduling and optimization of workflow enactments (if sev-

eral instances of a resource are available). However, some systems, such as Taverna,

directly specify which resource to use during the design-phase (i.e. no scheduling).

Provenance metadata is often available from the workflow enactor. This is impor-

tant since it documents how results from workflow enactments were obtained, and

can be used as one aspect in workflow recommendation (for example, recommending

workflows that have been successfully enacted in the past).

3.3.1 Semantic annotation of web-services

Basic requirements for service discovery are well-defined ontologies and use of such

ontologies in service annotation [147]. A trend in automatic workflow generation is to
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use standards developed for the semantic web. There are several levels of complexity

and ambition for such approaches.

Clearly, specification of only syntax is not enough to enable efficient web-service

discovery since a web-service that declares a string as input (i.e. syntax) could be

expecting a biological sequence, name of a person, etc. In [50], a system is described

which uses an algebraic representation of analytical processes and syntactic com-

patibility as a way to ensure compatibility between web-services. The experiences

from that system shows the importance of semantic annotation with concepts from

ontologies to enable efficient and scalable service composition.

A storage and sharing utility for XML-based representations of workflows and

metadata is presented in [9]. The functionality of this system is basic but it could be

useful in a setting where the number of services is expected to be low and the possible

overhead of (manual) semantic annotation could be avoided.

In [60], authors show how MyGrid technologies can be used for sharing research

results and experiment setups. Historically, research groups have used their own

proprietary tools for analysis and data preparation. In such settings, it is very difficult

for external groups to reproduce results. By using a workflow metadata repository

and standardized technologies (for example, make tools available as web-services),

other groups could take advantage of prepared workflows by enacting them with their

own data with or without modifications to the workflow. The conclusion is that

workflow technology could significantly improve research practices through sharing

and comparing of experimental setups.

Several requirements for workflow metadata repositories are discussed in [95]. The

base for their system is a shared workflow metadata model. Several perspectives of

workflow metadata are specified, such as information specifying what a workflow does,

how data flows between components of a workflow and provenance metadata (when,

by whom etc). The technology used is CORBA but the information model could be

implemented using other technologies such as SOAP.

Authors in [79] describe an object-oriented design of a workflow repository. They
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outline a set of requirements for workflow repositories. Workflow components are

suggested to be annotated with properties independent of workflow instances such as

the function of the task. These properties allow components to be re-used.

In [143], metadata is specified for workflow components. To facilitate workflow

discovery, each workflow component is associated with a set of simple keywords. This

represents a limited approach since the keywords, as far as the paper describes, are not

standardized or from an ontology describing functionalities of workflows. Keywords

can be useful depending on the scale of the workflow repository but there should exist

a mechanism for more sophisticated annotation when required.

The architecture in [1] supports design, testing and enactment of workflows. Meta-

data can be shared through a workflow repository where simple text description or

XML elements can be associated with workflow instances. Authors recommend using

XPATH or XQUERY queries for selecting workflows. There is no reported support

for semantics or more advanced workflow discovery. However, the approach is inter-

esting as it takes a simple but standards-based approach to workflow representation,

discovery and storage.

Although metadata and service annotation can assist in selection of services, de-

cisions regarding suitability of service for solving a specific task will ultimately be

decided by individual researchers by inspecting additional human-oriented informa-

tion, such as software documentation and authorship.

3.3.2 Web-service composition

Paper IV includes a brief overview of web-service composition in bioinformatics. This

section extends that overview and discusses the use of semantic annotation of web

services as a base for (semi)-automatic combination of web services.

Automatic service composition, also called automatic workflow generation, aims

to automate to various degrees the task of finding optimal combinations of atomic

services to solve higher-level tasks. The problem addressed in service composition

can be described as follows; given two sets of data types (representing inputs and
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outputs respectively), find the optimal set of inter-connected services where the input

data types of the initial service(s) are of the specified input data types and the output

data types of the last services are of the specified output data types. Two services can

be inter-connected if the output of one is compatible with the input of the other.

The optimal set above can be determined by a combination of semantic close-

ness (in terms of input/output data) and non-functional service metadata (QoS).

For example, the algorithms usually favor services whose input/output parameters

consume/produce messages that are semantically similar to the requested semantics.

Examples of non-functional metadata include level of availability, error rates, cost

(expected CPU time or data transfer time).

Assuming that the services are well documented and that the number of possible

services and/or data types is low, service discovery during workflow construction can

be performed manually. However, when the number of services reach a certain level,

support for connecting and selecting web services becomes necessary.

Different levels of computerized support for making such connections are possible,

ranging from semi-automatic where the user is interactively given advice regarding

suitable services during each step of workflow generation, to fully automatic where the

user only provides input and output data sets and the algorithm directly generates

possible service compositions.

An ambitious framework for service composition is presented in [19]. The paper

gives an overview of the state-of-the-art and makes a strong argument for automation

in service composition. The framework adopts DAML-S [26] for semantic descriptions

of web services. While recognizing the importance of WSDL service descriptions, they

also note that WSDL is not sufficient for efficient service discovery (and thus service

composition) when the number of services grows large. Service descriptions using

DAML-S [26] complements the syntactic descriptions from WSDL with semantic an-

notations. The descriptions consist of a service profile that describes the capabilities

of the web service, a process model that describes the internal activity of the service

(to support clients in their service selection) and grounding specification where the
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abstract messages (described in the process model) are mapped to the messages de-

scribed in WSDL (the actual syntax and details of client/service message exchanges).

This approach has several advantages; it recognizes the role of WSDL as a syntactical

description while allowing semantic annotations of the services to be made. Of course,

there is a certain amount of duplication of information between the semantic and syn-

tactic parts of the DAML-S description and efforts like the one described in [102] aim

to enable semi-automatic generation of DAML-S semantic descriptions based on the

information found in WSDL. The approach of [19] is promising and should enable

large scale use of semantic annotations of services.

DAML-S is also used in [129, 51, 10] to describe services semantically. Other

approaches [153, 89, 127] use OWL-S [83] with similar descriptions of service semantics

as in DAML-S.

In [151], SAWSDL [74] is used to simplify automatic composition of web-services

using SAWSDL. Workflows are generated based on semantic descriptions of pre-

conditions, effects and semantics of input/output messages. SAWSDL directly anno-

tates parts of WSDL service descriptions with concepts from ontologies. The authors

extend the SAWSDL standard by including pre-conditions and effects, which are im-

portant for describing stateful services. A stateful service is not fully defined by the

input/output but also its behavior also depends on previous actions; for example,

the state of a computation (job) in an asynchronous service for a given job identifier

cannot be determined unless a job with that job identifier was previously started.

In [82], authors describe an ambitious framework to facilitate service composition.

Fully automated service composition is suggested for some domains where the num-

ber of available services is very high. While a semantically well-described service is

both good practice and quite possible in some domains, it is, in general, difficult to

encourage service developers to annotate the services to the extent suggested. Never-

theless, the approach is interesting and is a good example of how service composition

can be aided by careful and detailed annotation of web-services.

Developments [147] within the MyGrid project present a more limited expectation
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for the feasibility of automated service composition compared to [19, 82]. Authors

claim that in the domain of bioinformatics, researches are reluctant to give up control

over their experimental setups. Automated service composition requires very fine-

grained annotations and many services in bioinformatics are poorly documented. The

expense of annotating these services makes the feasibility of the vision described in [82]

questionable. Authors do, however, recognize the importance of service annotation

to guide workflow designers in their work. In fact, using ontologies to annotate shims

(simple data transformation services that enable two other higher level services to

communicate) are considered especially useful.

The Artemis project [32] claims to be one of the first projects to consider semantics

for health care web-services. The use of web-services has only recently been employed

in considerable scale [126] but without considering semantics. Artemis considers a

combination of semantic annotation of web service functionality and of messages as

both aspects are considered essential for integration (similar observations are made

in bioinformatics oriented efforts such as [145, 60]). Quite extensive efforts in the

health care domain attempt to establish semantics of patient data through standards

development (SNOMED-CT [119]). Different health care institutes may not use the

same ontology for describing messages and some mediation is thus necessary. Several

examples are given of how to map between messages describe using HL7 and ENV-

13606 standards. Some messages may not be directly mappable and it is therefore

necessary to perform complex compositions of web-services to produce results.

3.3.3 Case study: Management of long-running web-service

invocations

Many typical analysis tasks in bioinformatics can take considerable time to finish.

One such example is the structural analysis of molecular data (3D protein folding,

etc.) using molecular dynamics. In fact, the analysis of complete biological processes

can be extremely demanding both in terms of CPU and memory. Web-services can

be used as a way to provide access to distribute computations but service protocols
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must support long-running analysis.

Work in addressing service protocol issues resulted in modifications to a service

integration architecture called BioMOBY [145]. A specification was developed for

asynchronous calls to BioMOBY services [15], including how to submit data and

request processing status and results, essentially defining stateful web-services.

There are two possible approaches to supporting asynchronous web-services; noti-

fication and polling. Notification is the case when a client not only submits the input

for a web service but also a contact address where the service can notify the client

that the processing has finished (and possibly also return the result). Polling is when

a client submits the input for a web service and gets a ticket from the service. The

ticket can be used to contact the service and inquire about the progress of analysis

and later also to retrieve the results (see Figure 3.2).

We evaluated several external standards for the implementation. In particular,

WSRF and ASAP were interesting since they are based on SOAP (as is BioMOBY).

WSRF [97] is an OASIS standard for inter-operable and stateful web-services that

has been applied to grid environments (Globus [46]). WSRF defines how to represent

resources and messages. These resources are represented by property documents

with zero or more properties. Such a document represents the state of the resource

and is transferred in the SOAP body. WSRF also provides a standardized way to

request cleanup, the destroy operation. This operation is a request from the client

that the resource should be removed. It is also possible for the clients to request a

“TerminationTime” (i.e. scheduled cleanup)

ASAP [96] defines a standard of how to invoke asynchronous services and com-

municate status. Input to service instances can (in some cases) be altered during the

lifetime of the call. Partial results of a service invocation can be returned even before

the entire result is finished. Naturally, it depends on the particular service whether

altering inputs and/or retrieving partial results are possible.

WSRF is general in its approach and can be used to implement stateful services in

general. ASAP is conceptually clear since it is specifically designed for asynchronous
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Client Service

3: status?(ticket)

1: submit(input)

2: accepted(ticket)

8: result(output)

4: status(50%)

7: result?(ticket)

6: status(100%)

5: status?(ticket)

CPU intensive task

10: result

9: destroy?(ticket)

Figure 3.2: Typical steps in polling for asynchronous services

services. This standard also supports multiple invocations of a webservice from a

single call (sending several inputs at once), something important since BioMOBY

services can perform such batch calls.

Both standards can be used to implement polling and notification (in fact, ASAP

directly supports this). However, we selected WSRF as a base for implementing

asynchronism in BioMOBY. The main reasons were that WSRF could potentially

be useful for other purposes that require states in web services and also had better

support for software development with libraries in many languages, for example in C

(Globus toolkit), Java (Apache WSRF) and Perl (WSRF::Lite).
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We adopted a polling approach (see Figure 3.2) where clients start by submitting

the data to the service which replies with an identifier when the initial data transfer is

done. This identifier is later used by clients to poll for the state of the data processing.

When the service indicates that the results are finished (or that an error has occurred),

clients can retrieve the results (or error description) using the identifier.

Because a call to a BioMOBY service can contain several unrelated inputs; i.e. a

batch-call which creates several analysis instances (or jobs), it is probable that some

jobs finish before other jobs or that some jobs fail while others do not. This was

supported in the specification for asynchronous BioMOBY services.

Services are also required to return status of jobs. Depending on the service im-

plementation, different levels of status reporting are possible. Some services may only

be able to say that the job is not finished, others can give detailed progress reports.

Service implementors can choose between the event types defined in LSAE: Heartbeat

event (the job is still running), Percent progress event (percentage finished of total

job), Job State changed event (states include “created”, “running” and “finished”),

Step progress event (“step 2 of 3”), Time progress event (total time spent on the job).

The modifications were designed to not interfere with the previous synchronous

specification in BioMOBY to avoid modifications of existing clients. The modifica-

tions are now part of the abstract programming interface (API) of the BioMOBY

architecture.





Part II

This part of the thesis summary consists of an overview of the included papers and

the bibliography.
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Chapter 4

Summary of papers

This chapter summarizes Papers I-VII and is organized in two parts:

• Design aspects of CDSS and clinical guideline logic representation (see Section

4.1)

• Process modeling and sharing in bioinformatics (see Section 4.2)

Consequently, the order of the paper summaries differs from that in Part III.

4.1 Decision support system design and guideline

logic

Issues related to clinical guidelines and clinical decision support systems are discussed

in Chapters 2 and 3. This is the focus of the initial and future stages of the research

(Papers I-III, VI-VII).

4.1.1 Paper I

Medical decision support can be based on rules from clinical guidelines (see Section

3.2.1). However, the logic in such guidelines is not always clearly defined so as to

57
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enable re-usage in CDSS development. The study of Paper I discusses aspects of

decision support system development from the point of view of logic support. The

need for selecting an appropriate logic for particular guideline implementation tasks is

discussed as well as other aspects of integrating decision support in clinical practice.

Guideline logic and rules can also be inferred from patient data. Such rule inference is

a possibility in the northern care region of Sweden, due to the use of a single electronic

patient record.

The paper describes a previously published method of data mining called GUHA

[54, 55], see also Section 2.5.2. We used a data set containing information about

coronary artery bypass grafting. The data included pre- and post-operative infor-

mation and were used in a software called 4ft-miner. Several rules were discovered

during data mining, including some preoperative to postoperative predictions. The

paper discusses the approach of GUHA and concludes that the rules are indeed useful

as a base for development of CDSS. Several properties of the rules closely relate to

concepts known by doctors such as support and confidence, GUHA rules are there-

fore possible to motivate for domain experts which contributes to confidence among

end-users of CDSS.

4.1.2 Paper II

Pharmacological therapy is an increasingly complex activity that benefits from in-

formatics support. Databases with information on drug-drug interactions and side-

effects can complement information from EPRs. Drug terminology systems are es-

sential for efficient communication of prescription data between information systems.

Software interfaces encourage and simplify usage of drug databases. Remote access to

drug information is also crucial to promote end-user usage. Paper II describes soft-

ware developments related to a database with drug information to support mobile

scenarios. A software prototype is presented which runs on a hand-held device with

an integrated bar-code scanner. This device can be used to quickly collect information

regarding drugs currently used by a patient. Additionally, a programming interface



4.1. Decision support system design and guideline logic 59

to access pharmacological information was described and also further reported in [67].

One scenario that motivates the developments in Paper II is the discovery of

cheaper but still therapeutically equivalent alternatives for an already prescribed

drug. This is a complex task that requires more than just a general-purpose pharma-

cological database. To formalize when drugs can be safely exchanged, governmental

agencies maintain lists of substitutable medicinal products. In Sweden, this task is

performed by the Medical Products Agency. Only if substitution is allowed according

to the Medical Products Agency’s list [86], may a pharmacy exchange a prescribed

drug for another. However, there are exceptions to the list. For example, drugs should

not be exchanged when the container of the prescribed drug is specially adapted for

use by rheumatic patients. Additional complexity comes from varying responses to

drug therapy by individual patients. Patients may have tried a cheaper replacement

drug in the past with low therapeutic effect and therefore would be suited to attempt

a more expensive drug.

There are strong economical motivations to exchange an expensive drug for a

cheaper one, if the therapeutic effect on a given patient can safely be assumed to

be equivalent. In a study of medical profiles of hypertension patients [107], authors

found that by strictly following a guideline for pharmaceutical hypertension treat-

ment, a reduction of cost up to 40% was possible. Although the reduction in cost

in practice would probably be less since doctors cannot be expected to always fol-

low the guideline recommendations, economic (and medical) reasons clearly motivate

increased guideline adherence.

The need for integration with clinical systems, such as EPRs and pharmacological

databases, became apparent by the study of a CDSS for hypertension treatment [106].

While this system was able to provide a guideline sanctioned pharmacological treat-

ment advice, the system could not interact with pharmacological information systems.

Such a connection would have been needed both to contribute information on sug-

gested drugs to the decision process but also to allow potentially automatic checks for

drug-drug interactions between the recommended drug and earlier prescribed drugs
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for a given patient.

To be helpful during drug prescription, such information must be available at

the point of care [24, 25, 118]. Clinical workstations can provide CDSS but require

bedside computers for every patient to be available at the point of care. Home visits

do need some form of mobile device to facilitate access to patient information and

decision support.

Early mobile devices used in medicine decision support were quite limited in hard-

ware and screen size. Additionally, specialized software development environments

were necessary but in comparison to those used in personal computer systems, these

environments were rather poor. Devices were also large and cumbersome to bring.

Naturally, hardware and also software development environments have continued to

improve. The same can be said for data transfer speeds. Specialized protocols for

mobiles such as the Wireless Application Protocol (WAP) are no longer necessary

(although still used).

Paper II also discusses issues related to mobile decision support systems. Related

work shows that integration with EPR is quite useful, in particular when several

patient attributes are used as input to the CDSS (eliminating the risk of data entry

errors). However, EPR integration is not uncomplicated and often requires specially

adapted software. Patient information is also sensitive information (see Section 2.3).

Simpler information look-up systems can therefore still be useful.

Additionally, it must be possible to identify drugs without ambiguity. The Anato-

mic Therapeutic Chemical (ATC) classification system is a terminology system for

drugs. Codes in this system are constructed according to the organ system for which

the drug is intended, the main indication of use (therapeutic use) and chemical class.

We used a Swedish database for drug information as a base for developing several

prototypes for drug information. In particular, we looked at drug-drug interaction

information from the database. The first prototype is an application for mobile devices

which lets users search for interactions, barcodes and prices. The database is installed

on a server and the mobile device connects to this database to get information.



4.1. Decision support system design and guideline logic 61

The second prototype is a server application and development kit (PharmaJ) [67].

The application encodes information from the database in a chosen markup-language.

Installation is not required on the client-side since a normal web-browser can be used.

Information is transformed to WAP or to HTML, depending on the client.

4.1.3 Paper III

Given proper educational measures and integration with clinical information systems,

decision support systems can have an important impact on clinical practice (for ex-

ample on drug subscription [107]) and guideline adherence [80]. Paper III discusses

implementation and maintenance aspects of three types of decision support systems.

The system in [106] was directly based on a clinical guideline for pharmacological

hypertension treatment. However, rules in the decision support system had to be

manually extracted by domain experts based on the guideline text. Any updates to

the clinical guideline would mean that the process has to be repeated for the parts

that changed.

Early diagnosis of dementia is important as it enables more possibilities in the

treatment options (including drugs which can slow down the progression of the dis-

order). Dementia is complicated to diagnose as many and diverse symptoms can be

important. In fact, only around 25% of dementia cases are detected during the first

appointment with a doctor. The rule base for the prototype system was organized

in frames and forms with attributes based, in part, on guidelines complemented with

additional rules for treatment adapted to the local clinic.

The third system provides drug information lookup via mobile devices (phones).

To cope with limited transmissions speed, the system tries to minimize the amount of

information communicated. Although this system does not use patient specific infor-

mation, it can nevertheless support drug prescription during home visits by doctors.
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4.1.4 Paper VI and VII

In Paper VI, we describe a typical classification system for pharmacological informa-

tion, the ATC classification. This classification organizes drugs according to their

anatomic, therapeutic, pharmacological and chemical group. We used a formal de-

scription [38] of rough sets using category theory to represent drug-drug interactions.

The need to extend the traditional view of rough sets is not only interesting from a

theoretical point of view but is an advantage in many application domains, including

medicine. Information representation based on medical ontologies is usually rather

narrow and oriented towards crisp specifications of data. At the same time, many

applications in health care call for representation of vagueness and uncertainties. In

the paper, we discuss various fields of health care and possible uses of generalized

rough sets in the area of decision support and, more specifically, treatment decisions.

Pharmacological treatment is a good example where generalized rough sets can be

applied to drug-drug interactions.

In Paper VII, we provide additional background descriptions of the categorical

framework, such as categories, functors, natural transformations and monads. Addi-

tionally, we include a short discussion of possible application to differential diagnosis

of dementia.

Drug-drug interaction

Prescriptions of drugs is not an easy task and should take into account previously

prescribed drugs (stored in the EPR). This can be illustrated with a simplified ex-

ample where we assume the following situation: “An 80 year old patient with reduced

kidney function and asthmatic is diagnosed with hypertension. The CDSS for hyper-

tension treatment from [106] recommends, based on those parameters, a treatment

based on a furosemide drug frequently used for treating this condition. A second, al-

ternative, treatment to consider is an enalapril drug. Which treatment option is the

most convenient for this patient?”
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E furosemide enalapril gentamicin
furosemide 1 α β
enalapril α 1 γ

gentamicin β γ 1

Table 4.1: Similarities representing drugs compatibilities

By studying the patient journal we can see that the patient is also taking an-

tibiotics, a gentamicin drug which has known interactions with furosemide. The

gentamicin drug must be maintained. Based on this knowledge, the doctor will take

the decision to prescribe an enalapril drug.

This situation can be illustrated using a similarity relation E, on sets of drugs

rather than just drugs, based on compatibilities (non-interactions) between different

drugs, as shown in Table 4.1.

The current medication of a patient is represented by a set of drugs. In this case,

the situation for our 80 year old patient is P = {gentamicin}. The treatments are

represented by the sets of drugs considered. The two possible treatments are denoted

by

T1 = {gentamicin, enalapril}

and

T2 = {gentamicin, furosemide}.

To see the compatibility of the two possible treatments, we study the similarity

of the drug from the EPR and each of the treatments. With γ > β = α and

E(P, T1) = γ

E(P, T2) = β

we should select T1 as a basis for pharmacologic treatment of the patient.

Naturally, the situation in this example is simplified. The quantification of degree

of interaction is unclear. Qualifications have, however, been suggested. For drugs

showing therapeutically significant interactions, it is important to distinguish between

different types of interactions:
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• recommended combination

• neutral combination (no harmful interactions)

• risky combination (should be monitored)

• dangerous combination (should be avoided)

• possible interaction (not tested)

In this qualification it is clear that a corresponding linear quantification is not straight-

forward. Furthermore, drugs are affected in different ways:

• no change in effect

• increases effect

• reduces effect

• other (e.g. a new type of side effect)

Interaction type and effect need to be considered in the guideline for respective

treatments.

Future extensions

In [35], it is shown how signatures of a logic can be applied to assessment of service

levels for dementia patient care. The backbone of most decisions regarding dementia

care support is provided by assessment scales (such as MMSE [45] or GDS [152]).

The paper argues that not only should uncertainty in values (from assessment scales)

be taken into account but also the uncertainty in the process that decided the values.

For example, an assigned value in GDS-4 has a certain degree of uncertainty in itself

but the uncertainty of the process is different if the value was assessed by a domain

expert rather than by a novice.

A quantification of degree of drug-drug interaction is suggested in Paper VI but

it does not take into account frequencies of the interactions (i.e. uncertainties). Ideas

from [35] provide inspiration for future extensions in this aspect.
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4.2 Processes in health care and bioinformatics

Papers IV-V represent the second stage of the thesis work and are related to service

discovery and workflows in bioinformatics.

4.2.1 Paper IV

Magallanes is a software which can discover web services using service descriptions

and a scoring system based on the number of occurrences and relative word positions

of hits. Currently it has AND, OR and regular expression operators. The default

search space is BioMOBY services and data types but others are possible.

The software initially searches for perfect matches between the keywords and

the metadata descriptors. When no hits are found, it uses an approximate regular

expression matching. This done with the Levenshtein distance defined between two

strings (not necessarily having the same length) as the minimum number of insertions,

deletions, and substitutions of characters required to transform a string into another.

When a solution is not reached, Magallanes returns a “did you mean” suggestion with

the closest combination of keywords similar to the query.

The results are also ranked according to “feed back”-values which are really his-

torical records of user selections (or the “popularity” of the keywords/resource com-

bination). It is possible to increment the feedback value associated to the keyword-

resource combination. This value can be decreased when the user selects another

resource using the same keyword.

It is also possible to configure a learning rate which adjusts the rate of changes in

feedback values. For example in a shared environment with several users, changes in

the feedback values should be smaller than for single-user application scenarios.

The algorithm (Levenshtein distance) used for the approximated matching against

the service descriptions is certainly not new but the application to service discovery in

bioinformatics is, however, novel. In general, the textual descriptions of the services

are of high quality and thus lend themselves to the usage of such algorithms. An
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alternative approach is to base service discovery on semantic metadata (see Section

3.3.1). However, for these techniques to be successful, services have to be properly

annotated and the ontologies have to be useful and well defined. It is possible to use

Magallanes for different service catalogues and the feasibility of using semantics as a

base for service discovery and composition varies between catalogues.

Initial efforts have been focused on BioMOBY services. These services are an-

notated with semantics in the sense that services are associated with a service type

which, in essence, is a functional description and service parameters are associated

with a data type ontology which both has a semantic meaning and is also used to

derive syntax. These semantics could be used to restrict the results from service dis-

covery but it is important to note that the ontologies were created as a result of a

community effort. There is no curation or oversight that ensures that the ontologies

are meaningful (although this is, of course, in the interest of all developers).

Some examples of the current problems of the ontologies can be found in the data

type ontology. There are sections which are well-defined (for example, sequences).

This is not always the case. Several data formats in bioinformatics are previously

defined (for example, formats used in sequence databases, FASTA etc.) and the object

ontology does not describe those formats well. In fact, FASTA is simply described

as plain text. The reason is that the data type ontology is also used in BioMOBY

to define the syntax (i.e. the XML structure). Since FASTA is not XML based, the

only possible way to describe FASTA is to annotate it as plain text and not specify

the syntax further.

Another issue is the use of the base class (called Object) in BioMOBY. Sequence

retrieval services from databases typically require an identifier (of the sequence in the

database) and what the identifier represents. The consensus is that such information is

transferred via data formatted as an Object (which has suitable fields). Consequently,

the input parameter for sequence retrieval services are specified to be of the data type

Object. The problem is that the BioMOBY protocol for discovery of services specifies

that compatible services are those services whose parameters data types match the



4.2. Processes in health care and bioinformatics 67

data type of the data directly or by inheritance. For example, if the user already has

a sequence (i.e. the data type inherits from the sequence base class), the sequence

retrieval services will also be considered to be compatible with this data (since the

data type of the sequence is a Object by inheritance). Strictly, the sequence retrieval

services are able to parse the input data but sending a complete sequence to retrieve

a sequence when only the identifier is needed makes no sense.

The motivation to initially use the textual descriptions as a base for BioMOBY

service discovery is the current state of the ontologies in BioMOBY. If the ontologies

were improved, or complemented with other semantic annotations, such an approach

would be a suitable extension of Magallanes.

Magallanes uses the data type ontology for service composition (workflow genera-

tion), since that ontology is the base for service integration in BioMOBY. Magallanes

considers possible service compositions based on user selection of input and output

data types. In some cases, several alternative compositions are possible. In the stand-

alone application, users can select one path. Magallanes can export the generated

workflow as a Taverna workflow, thereby making it compatible with MOWServ where

generated workflows can be shared and enacted (see Paper V).

4.2.2 Paper V

In [72], we report functionality to share and enact workflows in a generic platform

(MOWServ [94]) for integration of bioinformatics tools. MOWServ is based on the

BioMOBY standard and adds client-type features such as persistence of results (data)

in separate user accounts, service invocation and monitoring through automatically

generated user interfaces. However, many typical tasks required combining several

services. One such simple but repetitive task is to retrieve a sequence from an ex-

ternal database and compare against databases of known sequences (typically using

a variation of the BLAST algorithm [4]) and finally to select the best hits (the most

similar sequences to the input sequence). This requires invocation of three different

web-services. By sharing previously defined workflows, such repetitive steps could be



68 Chapter 4. Summary of papers

automated.

Taverna [99] is a software for creating and executing data intensive, in-silico ex-

periments in molecular biology. The workflows are stored in a format called the

Simplified Conceptual workflow language (Scufl). The application, Taverna, provides

a graphical user interface where workflow designers can compose web services (and

other executable components) by explicitly designing the data flow.

Taverna workflows are the de-facto standard in the bioinformatics community

for workflows. Workflows defined using the Scufl format consist of several types of

concepts. Processors are the main elements of the workflows because they represent

the executable components. Processors can represent SOAP web-services described in

WSDL, sub-workflows (nested workflows), constant values, local functions/scripts and

specialized services such as the BioMOBY service standard. Links are the elements

that connect outputs and inputs of processor executions. Sources are the inputs of

workflows and sinks are the outputs. Coordination constraints allow users to define

conditions that must be carried out to execute specific processors.

BioMOBY web services are very suitable for service composition (combination)

into workflows since data formats are shared among services, making it possible to

send output data from a service to any service that has been declared as compatible

with the data format of the output data.

Workflows constructed with Taverna can be uploaded to the workflow repository

of MOWServ where the workflow is validated (this process involves checking that

the services exist and that input/outputs are indeed compatible). The automatically

generated workflows (in Scufl format) from Paper IV are possible to upload and enact

in MOWServ. Additional documentation of the workflow is encouraged before the

workflow is publicly available. Users may later browse the public workflows and view

documentation or even download the workflow definition. Moreover, the workflows

can be enacted (executed) directly in the web browser without the need for installing

any additional software. Results can be visualized, downloaded or used as input to

other services/workflows.
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The paper also specifies requirements for sharing of workflows, such as workflow

discovery and annotation (see also Section 3.3.1), quality assurance policies, workflow

enactment and monitoring of enactments, workflow documentation and (automatic)

validation.

The paper concludes with some unsolved but important problems which makes it

difficult to share workflows efficiently. The first problem is related to workflow dis-

covery and annotation. The use of ontologies is crucial but, on the other hand, also

requires substantial work to develop and ensure that all workflows are properly anno-

tated. The approach in [117] is a step towards a solution if workflows are considered

as abstract and composite services. However, that approach employs text-mining over

service descriptions instead of further annotating services.

The second problem is related to the fact that services are external components

and may temporarily or permanently become unavailable (service hardware problems,

network problems, etc.). Service availability rates (and thereby, in extension, work-

flow functionality) can be measured and taken into account when presenting available

workflows to users. Since been, MOWServ automatically tests services for availability

and functionality using, if specified, input and/or output examples. This has not been

integrated in the workflow repository but is available in the service tree of MOWServ

where non-functioning services are marked.
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