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In this paper we examine four statistical methods used for characterizing mathematical test items regarding their demands of reading ability. These methods rely on data of students’ performance on test items regarding mathematics and reading and include the use of regression analysis, principal component analysis, and different uses of correlation coefficients. Our investigation of these methods focuses on aspects of validity and reliability, using data from PISA 2003 and 2006. The results show that the method using principal component analysis has the best properties when taking into account aspects of both validity and reliability.

Introduction

The relation between reading ability and mathematical ability is complex and important to examine. One obvious reason is that the predominant form of as-
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essment in mathematics teaching is pen-and-paper tests. The ability to read and write is thus necessary in order to answer the test items correctly, or even to answer the items at all. It is often stated that such written tests should avoid measuring reading ability, in particular by using as simple language as possible (see e.g. OECD, 2003; OECD, 2006). At the same time it is a common view that communication is an important aspect of mathematical knowledge (e.g. NCTM, 2000; Niss & Jensen, 2002; OECD, 2003, 2006) and in particular that reading in mathematics demands a specific type of reading ability, which needs to be taught at all educational levels (Burton & Morgan, 2000; Cowen, 1991; Fuentes, 1998; Konior, 1993; Krygowska, 1969; Shanahan & Shanahan, 2008). Our conclusion is that it is not suitable, or even possible, to separate reading ability from mathematical ability and that further studies are needed about the intricate connections between them.

The overarching goal of our research, not to be fulfilled in this particular paper, is to better understand and be able to describe the connections between reading and solving mathematical tasks. This goal includes many, and fundamentally different types of, sub-goals. One sub-goal is to develop a theoretical model of the process of reading and the process of solving mathematical tasks, and a first suggestion for such a theoretical model is presented by Bergqvist and Österholm (2010). Another sub-goal is to identify linguistic features of mathematical tasks that are particularly important when students solve these tasks, and we have also started to explore empirical data from this perspective (Bergqvist, Dyrvold, &
Österholm, in press; Österholm & Bergqvist, in press). Furthermore, one important aspect of the overarching goal is that we are not only interested in studying the relation between reading ability and mathematical ability. Instead, we focus mainly on the processes involved in reading and solving, although we also assume that there are predicting factors, such as reading ability and mathematical ability, which are related to the outcome of these processes. We therefore plan for many different types of studies using different methods and different types of data in order to gradually give us a deeper understanding of the connection between reading and solving mathematical tasks. Neither the conclusions concerning empirical methods presented in this paper nor results from our other studies are supposed to be used to analyze all aspects of task solving or all aspects of reading comprehension. Instead, the purpose is to capture the dynamic relationship between reading and solving tasks, in order to be able to understand this relationship in more detail.

There are many possible sources of data and methods of analysis that can be used in this quest. As a survey of previous research, we include a discussion of several different empirical methods for examining relationships between reading and solving mathematical tasks. Thereafter we focus our attention on a specific type of research method; the utilization of different sets of test results that include students taking both mathematics and reading tests of some kind. Such data can provide us with information about students’ mathematical ability and reading ability, to be used as possible predictors of their outcome for each mathematical
task. In the present paper we discuss four different statistical methods that are used for examining the connection between students’ results on tests of mathematical ability and reading ability on the one hand and students’ outcome on specific mathematical tasks on the other hand. We discuss the reliability and validity of these methods when applying them to data from PISA 2003 and 2006.

In conclusion, the main purpose of this paper is to discuss methodological issues in research about relationships between reading and solving mathematical tasks, and in particular to examine aspects of reliability and validity of methods intended to characterize mathematics test items regarding how dependent on reading ability students’ outcomes are, in order to find out which method is to be preferred.

**Background**

Relationships between reading and solving mathematical tasks can be studied in many different ways, and here the discussion is organized around three areas of research; (1) the study of linguistic properties of mathematical tasks in relation to the solving of these tasks, (2) focusing on the process of reading and solving mathematical tasks, and (3) the use of quantified measures of different abilities (regarding reading and mathematics) in relation to the solving of mathematical tasks. The analysis in this paper focuses on the third area of research, primarily because of problems and limitations regarding the first two areas, as discussed below.
Research area 1: Effects of linguistic properties of mathematical tasks

The basic idea for studies within this first research area is to examine if and how different properties of a task affect the solving of the task. Of interest in this paper is when these properties are of linguistic type, thereby seen as connected to the reading of the task and (perhaps implicitly) primarily not seen as connected to the mathematical content of the task. Thus, studies in this area of research try to characterize mathematical tasks regarding the demands of reading ability by examining different aspects of linguistic complexity of tasks.

The literature survey by Österholm (2007, p. 142), focusing on studies about word problems, includes several empirical studies that show that “the performance in solving problems can be negatively affected by a higher complexity of the language used in the problem text”. Complexity can involve different things, such as the number of difficult words or word length (see e.g. Homan, Hewitt, & Linder, 1994) or the voice of verb phrases and the use of conditional clauses (see e.g. Abedi & Lord, 2001). However, there are also studies showing no effect of higher linguistic complexity on performance, for example regarding longer sentences (Muth, 1984).

Some researchers try to capture the degree of complexity by using readability formulas. However, a general problem is that such formulas are usually created for prose and longer texts than a test item, in particular that formulas usually require passages of at least 100 words (Homan et al., 1994). There have been attempts to create special kinds of formulas for test items. The values from some of
these formulas show no connection to students’ performance (Paul, Nibbelink, & Hoover, 1986) while other formulas show a clear connection (Homan et al., 1994). When using several different kinds of formulas, Walker, Zhang, and Surber (2008, p. 177) conclude that “the majority [of the formulas] produced such unreliable and inconsistent results that at times it seemed as if the numbers were obtained using a random number generator”. Also, based on a review of research about the use of readability formulas for test items, Oakland and Lane (2004, p. 250) draw the conclusion that “the formulas should not be used at the item level until their reliability and validity are known”.

In addition to the problems described around the use of readability formulas, two other limitations can be seen for studies in this research area. A first limitation is that regarding some studies of linguistic properties of tasks it can be difficult to decide what is “pure linguistics” and what is more connected to the mathematical aspects of the task. For example, in one study the task texts were altered in some word problems so that the relationship between known and unknown quantities became more explicit (Bernardo, 1999). The author describes this type of re-wording of tasks as a linguistic change, but this change could perhaps also be seen as affecting the validity of the task regarding its potential in testing a student’s mathematical ability, for example a competence of mathematical communication or mathematical modeling. Another study takes into consideration that linguistic alterations also can change mathematical aspects of a test item and uses different methods to test if the mathematical properties of the task also change
(Sato, Rabinowitz, Gallagher, & Huang, 2010). Results from the different types of analyses are not always consistent, and the authors see a need for continued research that “may lead to better understanding of the ways in which item and content characteristics interact with linguistic modification strategies” (Sato et al., 2010, p. 4).

A second limitation of studies in this research area is that they examine only properties of the task text, without considering the text in relation to a person who is reading and solving the task. For example, Oakland and Lane (2004) note that there is more to readability than language properties, for example text legibility and interest. In addition, there is research about reading comprehension of expository texts showing that it is not always better with “simpler” texts. In particular, there are results showing that regarding the coherence of a text, it can be that “readers who know little about the domain of the text benefit from a coherent text, whereas high-knowledge readers benefit from a minimally coherent text” (McNamara, Kintsch, Songer, & Kintsch, 1996, p. 1). Whether this effect also can be found for the reading of test items is a topic for future studies.

**Research area 2: The process of reading and solving mathematical tasks**

Studies in the first research area, presented in the previous section, can be said to focus on input (text properties) and output (student performance). As a contrast, studies in the second area examine aspects of the processes of reading and solving mathematical tasks, for example regarding students’ thinking, reasoning, or strategy use. There seems to exist few studies in this research area, for example
as noted in Österholm’s (2007) literature survey. However, some studies have examined aspects of the process of solving mathematical tasks from a reading perspective, and such studies are discussed here.

Based on data consisting of students’ written solutions on mathematical tasks, Möllehed (2001) draws a conclusion that the most common type of error is caused by a lack of *textual understanding*, as he labels it. However, it seems difficult to draw such a conclusion based only on the students’ written solutions, where a very indirect view of the thoughts and reasoning behind the written descriptions is given. For example, as a sign of lack of textual understanding, Möllehed includes both students’ “arbitrary calculations” using the given numbers and also their way of solving a different, and perhaps simpler, task than the given task. However, these types of errors could also be explained by students’ reliance on imitative or pseudo-analytical reasoning (see e.g. Lithner, 2008; Vinner, 1997). In addition, when Lager (2006) examined students’ written solutions and also interviewed them, he noted that several students in the interview corrected their own prior errors and also that the interview gave insights in students’ reasoning that were not evident from their written solutions.

Lager (2006), who focuses on second language learners, is an example of a researcher that has used interviews to, in a more direct manner, try to examine aspects of reading comprehension in relation to attempts to solve mathematics tasks. Knifong and Holtan (1977) also interviewed students about their comprehension of tasks that they had previously tried but failed to solve. The purpose of
the interview was to examine if the students could read the text aloud and also describe the situation in the text and what was asked for in the given task. The results showed that the students almost all the time (in more than 90 % of the cases) had a good comprehension of the text but that they during the interview seldom (in 36 % of the cases) could describe a correct solution.

The empirical studies discussed so far have a similar focus; to examine how great impact (lack of) reading comprehension has on students’ difficulties when solving mathematical tasks. Another type of study in this research area focuses on what type of solution strategies students use for different types of mathematical tasks (all arithmetical word problems), in particular if and how these strategies differ between students with different reading and mathematical ability (Søvik, Frostrad, & Heggberget, 1999). The authors’ hypothesis was that differences in the use of solution strategies among students with different reading ability could be one part of explaining the common result showing a connection between reading ability and mathematical performance. However, the result showed that for all types of tasks, strategy use was independent of reading ability, while a difference in strategy use was noted regarding some types of tasks when comparing students with different mathematical ability. The difference was that students with higher mathematical ability tended to use a deductive strategy while students with lower mathematical ability tended to use a procedural strategy.
The type of studies in this second research area are not discussed more in this paper, mainly due to the lack of this type of studies and that the focus of existing studies are on more general aspects of student performance, and not on characterizing mathematical tasks. However, we see a great potential in developing studies in this research area as a complement to the other areas, for example in order to examine more thoroughly how different properties of tasks in conjunction with students’ reasoning and strategy use can influence the reading and solving of the tasks – but we see a need for more methodological development before this can be realized.

**Research area 3: Effects of different student abilities**

Studies in this research area focus on input and output by examining student abilities as input and their performances on mathematical tasks as output. A main difference compared to the first research area is that focus is now on properties of students and not of tasks. However, a purpose with studies in this area is also to draw conclusions about properties of tasks, primarily by examining those tasks that show the highest demand of reading ability. Several different statistical methods have been used in different studies in order to examine how students’ performance on mathematical tasks depends on the two abilities, regarding mathematics and reading.

Before discussing different statistical methods, it is necessary to also discuss some theoretical aspects regarding different abilities, in particular relationships between them.
When discussing abilities we here refer to (relatively) stable types of traits of students, which are seen as latent variables that can be estimated through tests of different kinds. A significant correlation between mathematical ability and reading ability exists in many studies, for example among Swedish and Norwegian students in PISA 2003, with a correlation coefficient of 0.57 (Roe & Taube, 2006) and in plenty of older studies, with coefficients between 0.40 and 0.86 (Aiken, 1972). The literature survey by Aiken also shows that to a large extent, but not entirely, this correlation can be explained by a common reliance on a general cognitive ability (intelligence). These results highlight the difficulty to separate these two abilities. However, for the present study, a model is used that assumes the existence of two different latent variables, called mathematical ability and reading ability. This model is of course a simplification of reality, in particular regarding our awareness that the two abilities are not totally different (i.e. not separated) and also that each ability is not one-dimensional in itself (e.g. see OECD, 2006). However, our assumption when using this model is that the abilities are separated and homogenous enough in order to study them as two different dimensions of human cognition. It can of course be of interest to refine the discussion and analysis in this paper (and other studies) using a more fine-grained model of different competences within each of the two main abilities (as is done to some degree by Nortvedt, 2009), but this paper focuses on the two abilities more generally.
In conclusion, regarding theoretical considerations, in this paper we use a model consisting of two different abilities, mathematical and reading, with the following essential properties and relationships:

- Homogeneity: Each ability is homogenous enough to see it as one ability.
- Separation: The two abilities are separated enough to see them as two different abilities.
- Overlap: There is a considerable overlap between the abilities.

These properties are schematically depicted in figure 1, where our main interest in the present study is the effect of area (a); the genuine effect of reading ability on student performance on mathematics tasks, which in this study is denoted as a task’s demand of reading ability.

The correlation between the result on a single mathematics task and reading ability is used by both Roe and Taube (2006) and Nortvedt (2009) in order to characterize tasks regarding how much they demand of the students’ reading ability. With this method no consideration is taken of the overlap between mathematics ability and reading ability, which can be done using regression analyses.
A regression analysis by Muth (1984), using computational ability and reading ability as explanatory variables for the results on a mathematics test with arithmetic word problems, shows that 7.6% of the variance is explained uniquely by reading ability while 13.6% is explained uniquely by computational ability and 32.4% of the explained variance was common for the two abilities. In the analysis by Muth, (an aspect of) mathematical ability is included through the use of a regression analysis, although not applied on singular tasks. However, other researchers have applied the same or similar type of analysis on task level, for example Nyström (2008) and Bergqvist (2009), who both examine for what types of tasks students’ performance can be explained to a relatively larger degree by students’ reading ability.

Bergqvist (2009) and Roe and Taube (2006) have done their analyses on the same data, PISA 2003, opening up for the possibility to compare their results, which come from different methods. No in-depth comparisons are done here, but it can be noted that there are some similar results, for example that tasks with a higher demand of reading ability are to a higher extent tasks demanding constructed responses while tasks with a lower demand of reading ability to a higher extent are tasks of multiple-choice type (a result also replicated in the analysis of another data set by Nortvedt, 2009). This common result highlights the issue whether it really is a demand of reading ability that is measured with these methods, and not a demand of writing ability. However, when directly comparing issues of reading and writing, empirical results show that aspects of reading are
more important (Österholm & Bergqvist, in press). There are also differences in the results from Bergqvist and Roe and Taube, for example regarding the demands of reading ability of tasks testing different processes or competencies (i.e. connections, reflections, and reproduction). Such differences highlight the issue of validity and reliability of the methods used.

Ansley and Forsyth (1990) do not use regression analysis but another method when examining the effect of the two abilities in relation to students’ performance on mathematics tasks. They classify each student according to his/her level of reading ability (very low, low, high, very high) and according to his/her level of computation ability (very low, low, high, very high). Based on this classification, the students are divided into 16 groups, when put together in a 4x4 matrix. A separate matrix is created for each mathematics test item and in each cell in the matrix, the p-value (i.e. the proportion of students who answered the item correctly) for that particular group of students is calculated, see table 1. The p-values for the four extreme groups (very high or very low in both abilities) are denoted $p_{HH}$, $p_{HL}$, $p_{LH}$, and $p_{LL}$ where the first index denotes level of reading ability and the second index denotes level of mathematical ability, and focus is on two differences; $p_{HL}$-$p_{LL}$ and $p_{LH}$-$p_{LL}$. Based on these differences, a task is characterized as (a) unidimensional if only one of these differences is large, (b) compensatory if both are large, and (c) noncompensatory if neither is large. Unidimensional tasks are seen as measuring primarily one ability, while for compensatory tasks the student can utilize either ability in order to solve the task
(i.e. the student can compensate a deficiency in one ability with proficiency in another ability). Neither of the two abilities seems useful for solving noncompensatory tasks. Ansley and Forsyth’s conclusions do not focus on making further characterizations of these three different types of tasks, but their focus is on a test as a whole for which they conclude that all these different types of tasks exist in all tests examined. They also discuss how it is possible to take these differences into consideration when constructing tests, that is, aspects of validity of written tests are discussed.

Table 1. Basis for the analysis in the matrix method, using a 4x4 matrix.

<table>
<thead>
<tr>
<th>Mathematical ability</th>
<th>Very low</th>
<th>Low</th>
<th>High</th>
<th>Very high</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reading ability</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very low</td>
<td>PLL</td>
<td></td>
<td></td>
<td>PLH</td>
</tr>
<tr>
<td>Low</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very high</td>
<td>PHL</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Walker et al. (2008) also discuss aspects of test validity but use another method when examining the effect of and relationships between different abilities. They use a multidimensional IRT analysis (item response theory), with mathematics tasks assumed to measure a pure mathematical ability (what they call “naked” calculation tasks) as one dimension and specific tasks for testing reading ability as another dimension. Other mathematics tasks are then assumed
to measure both these dimensions (abilities) and through the analysis a measure is created describing how close a task is to the second dimension (reading ability), giving a measure of a task’s demand of reading ability. A DIF analysis (differential item functioning) then showed that for tasks with a high demand of reading ability, students with lower reading ability did indeed perform worse compared to other students, despite similar mathematical ability. The result from the DIF analysis can be interpreted as a validation of the IRT method in creating a measure of a task’s demand of reading ability.

Since we do not use the same type of data as Walker et al. (2008) it is impossible for us to replicate the same type of analysis. Instead, we introduce another type of method for characterizing mathematics test items regarding their demands of reading ability; a principal component analysis. We have not found this method being used in other studies focusing on the relationship between reading and solving mathematical tasks.

We use four main methods of analysis from this area of research in our analysis of reliability and validity; (a) using correlations to reading ability, (b) using a regression analysis including measures of both reading ability and mathematical ability, (c) comparing p-values in the matrix method, and (d) using a principal component analysis. All these methods are described in more detail in the next section.
**Method**

Our main focus in this paper is to analyze aspects of validity and reliability of methods used to characterize mathematical test items regarding their demand of reading ability. We analyze aspects of validity based on the model of two types of abilities described earlier, regarding how well a method uses measures of these abilities in relation to the essential properties of homogeneity, separation, and overlap. Thus, in our discussions, we focus on certain aspects of construct validity. We see these aspects of validity as essential since the focus is on methods intended to examine the genuine effect of reading ability, which puts relationships between the two abilities at the core of our investigations. We analyze aspects of reliability by using data from PISA where we have access to results from test situations from different years where partly the same test items have been used. The test of reliability thus focuses on whether a method characterizes the mathematics test items in the same manner at two different test occasions, in 2003 and 2006.

Note that the analysis of reliability in this paper presumes that the demand of reading ability for a task can be described as a general property of the task. However, it could be that the demand of reading ability is dependent on mathematical ability, that there is a relevant type of interaction between these two variables in relation to their effects on student performance on mathematics tasks. Some of the methods examined also have the potential to study such interactions, but in
this paper we do not perform such types of analyses. Instead we focus on a more
general characterization of a task with respect to its demand of reading ability.

The assumption that the demand of reading ability is a general property of a
task can be interpreted as seeing this property as a latent variable for the task, in
the same manner as an ability is seen as a latent variable for a student. Such a
variable can then be measured (i.e. approximated) using different methods. The
validity and reliability of such methods are the focus of analyses in the present
paper. The choice of data can be crucial to these analyses, in particular regarding
which types of test items are used. For example, perhaps different methods
would be preferred for different types of mathematics test items. Therefore, it
would be valuable to repeat the type of analyses described in the present paper
using other types of data.

The choice to use data from PISA in the present paper is partly based on the
potential to examine aspects of reliability, as already mentioned. Another reason
is that the set of data is large, both regarding the number of students and also re-
garding the number of test items. In addition, the students in PISA have complet-
ed test items in both mathematics and reading, which is suitable for our purpose
of studying the relationships between abilities in these areas.

From the PISA data we only use results from Swedish students since other-
wise the translation of test items becomes a factor. There are a total of 4624 and
4443 Swedish students in PISA 2003 and 2006 respectively. However, all stu-
dents have not worked on all test items. There are results from around 1440 stu-
dents per mathematics task in 2003 and around 1370 students per mathematics task in 2006. In addition, there is a large group of students who have not completed any reading test items at all. In our analysis, these students do not get a measure of reading ability (see below for more about measures of abilities). Therefore, those analyses that rely on an explicit measure of reading ability (i.e. methods 1-3 as described below) are based on even fewer students; depending on which task is analyzed, 340-740 students in 2003 and 670-700 students in 2006.

In PISA 2003 there are a total of 84 mathematics tasks and 28 reading tasks while in PISA 2006 there are a total of 48 mathematics tasks and 28 reading tasks. All tasks that were used 2006 were also used 2003. Thus, there are 48 mathematics tasks used both years, and these tasks constitute the basis for our analysis of reliability.

As described in the previous section, four different statistical methods are analyzed. These methods are described more below; complementing what is described in the previous section. The statistical tools used are suitable for the ordinal type of data in the results on single test items (i.e. 0, 1, 2 etc. points). The specific tools for each method are described below. In all analyses of statistical significance we use the significance level 0.05, but we also note when an analysis is significant at level 0.01.

Since three of the four methods rely on explicit measures of abilities, we first describe the method of creating these measures and thereafter we describe each of the four methods.
Measures of abilities

In the PISA database there are measures of abilities, the plausible values. However, we choose not to use these for our analyses, since plausible values are created in order to have good methods to estimate population parameters (Wu, 2005) and primarily not for analysis of singular students or singular test items, which is our main interest. When creating the plausible values, for example for mathematics, these values are not only based on students’ results on mathematics test items but other information collected are also used. In particular, even students who have not completed any mathematics tasks at all do get plausible values for mathematics.

In accordance with our model of the two abilities, regarding the property of separation, we want to have as “pure” measures as possible of the two abilities. Therefore, we create our own measures of the abilities, but use the same general methodology as PISA; an IRT analysis (item response theory, see Hambleton, Swaminathan, & Rogers, 1991), which is suitable for the data in PISA where all students have not worked on all tasks. However, as a contrast to PISA’s plausible values, we only use mathematics tasks in the IRT analysis when creating measures of students’ mathematical abilities and only use reading tasks in the IRT analysis when creating measures of students’ reading abilities. Through the software Parscale we use a combination of 2- and 3-parametric partial credit models in our IRT analyses (three parameters are used for multiple-choice tasks), together with a Warm likelihood estimation (WLE) for abilities.
In order to test the validity of the ability measures we create, the correlations to plausible values are examined; taking the average of all 5 plausible values given for each ability in the PISA database. Even if we, as previously argued, see plausible values as less suitable for our specific purposes, there should still be a significant correlation between our measures and the plausible values. For the data in PISA 2003, the Pearson’s correlation coefficient is very high between the different measures of mathematical ability \( (r=0.92, N=4623, p<0.001) \) as it is also between the different measures of reading ability \( (r=0.91, N=2458, p<0.001) \).

**Method 1: Correlation with reading ability**

The value of the correlation coefficient for the correlation between results on a single mathematics task and the measure of reading ability is here taken as a measure of the demand of reading ability for this task. Based on this measure of demand of reading ability, the tasks are ranked from having most (ranking 1) to least (ranking 48) demand of reading ability. A high correlation between the rankings in 2003 and 2006 is taken as a sign of good reliability. When Roe and Taube (2006) used this method they characterized a task as having high demand of reading ability if its correlation coefficient was higher than 0.4. As the authors admit, this limit is arbitrarily chosen, and in this paper we also test the reliability of this classification of tasks; whether tasks are classified as having high demand of reading ability both 2003 and 2006.
In this method we use a non-parametric tool for calculating correlation coefficients; Spearman’s rank correlation coefficient.

**Method 2: Regression**

The value of the regression coefficient for the reading ability variable can be used in the same manner as the correlation coefficient in method 1 in order to rank tasks regarding their demand of reading ability and test the reliability of this ranking. In addition, the statistical significances of regression coefficients are also given when doing a regression analysis. Statistical significances create a classification of tasks; whether a task has reading ability and/or mathematical ability as significant in the regression model or not. Using notions from Ansley and Forsyth (1990), tasks are then classified as (a) unidimensional if only one of the coefficients is significant, (b) compensatory if both are significant, and (c) noncompensatory if neither is significant. Note that the category unidimensional actually consists of two subcategories; unidimensional with respect to mathematics and unidimensional with respect to reading. Further subcategories are also created if there are tasks with positive and negative regression coefficients. The reliability of this classification is tested in our analysis.

In this method we use ordinal logistic regression, suitable for the ordinal type of data we have for the dependent variables. In addition, the type of regression is chosen as *direct* logistic regression, since this method “allows evaluation of the contribution made by each predictor over and above that of the other predictors”
Method 3: The matrix method

The original matrix method, as described by Ansley and Forsyth (1990), relies on differences of p-values within the groups of students with lowest results of reading ability or mathematical ability. As the authors mention, the limit for when the differences are seen as large, is arbitrarily chosen. Instead of relying on this arbitrary limit, it is possible to use a test of statistical significance of the differences as a method for deciding if a difference is large or not. Since such a test also takes into consideration the number of students in the groups that are compared, we see this method as more suitable. However, in the PISA data there are relatively few students in some of the groups that are compared; the highest-lowest and lowest-highest groups, where for some tasks there is only one student in such a group. Instead of comparing these groups, an option is to study correlations within the groups with lowest abilities, where significant correlations are taken as the basis for characterizing tasks, instead of differences between p-values. That is, for the group with lowest mathematical ability, the correlation between reading ability and results on a specific task is calculated, and for the group with lowest reading ability, the correlation between mathematical ability and results on the task is calculated. Based on these correlations, tasks are classified similarly as in method 2; as (a) unidimensional if only one of the correlations is significant, (b) compensatory if both are significant, and (c) noncompensatory if neither is
significant. As before, the category unidimensional consists of two subcategories; unidimensional with respect to mathematics and unidimensional with respect to reading, and further subcategories are also created if there are tasks with positive and negative correlation coefficients. The reliability of this classification is tested by examining if tasks are characterized in the same manner 2003 and 2006.

When using correlations in this method it is possible to create a ranking of mathematics tasks, in the same way as done in method 1, based on the correlation between reading ability and performance on a task, although now calculated only in a subgroup of students, where the variance of mathematical ability has been reduced. The reliability of this ranking is tested in our analysis.

Originally, Ansley and Forsyth (1990) used a 4x4 matrix for this method, but since this choice is also arbitrary, the method is here also tested using different sizes of the matrix, from 3x3 to 6x6, in order to examine the effects this might have on the reliability.

In this method we use a non-parametric tool for calculating correlation coefficients; Spearman’s rank correlation coefficient.

**Method 4: Principal component analysis**

In this method, no explicit measures of abilities are used, but the results on all test items, both mathematics and reading, are put into a principal component analysis. From this analysis it is possible to extract different components (dimensions) among the tasks, that is, those tasks that seem to measure “the same thing” are gathered in one component. Since we rely on the model of two types of abili-
ties, we decide a priori to extract the first two components from this analysis. We expect the reading tasks to be placed in one component and at least most of the mathematics tasks in the other component. Some mathematics tasks could be placed in the reading component, which is then interpreted as showing a high demand of reading ability for these tasks.

In this method a principal component analysis with oblique rotation (since the components are expected to correlate) is performed. From the analysis, each mathematics task receives a loading value for each of the two components. The loading value on the reading component is taken as a measure of the demand of reading ability, which creates a ranking of tasks used to test the reliability. The limit of 0.32 for the absolute value of loading values is sometimes recommended to use for deciding if a task belongs to a component, although the limit is “a matter of researcher preference” (Tabachnick & Fidell, 2006, p. 649). Using this limit creates a classification of tasks similar to the classification in methods 2 and 3; that a task is (a) unidimensional if only one of the loading values is above the limit, (b) compensatory if both are above the limit, and (c) noncompensatory if neither is above the limit. As before, the category unidimensional includes two subcategories; whether the unidimensionality is with respect to mathematics or reading, and further subcategories are also created if there are tasks with positive and negative loadings. The reliability of this classification is tested by examining if tasks are characterized in the same manner 2003 and 2006.
Results and analysis

Aspects of validity

We have already mentioned one aspect of lack of validity for method 1 (correlation); that this method only takes into consideration reading ability and not mathematical ability. Since there is always a relatively strong correlation between these abilities, which is the basis for the overlap property, it is uncertain whether this method actually characterizes tasks specifically regarding their demands of reading ability.

Method 2 (regression) takes into account both reading and mathematical ability. An output from the analysis is how much of the variation of student performance on a specific task that can be explained by variation of reading ability, when also accounting for mathematical ability. Thus, there is good validity in this method regarding its ability to examine the genuine effect of reading ability on performance on a mathematics task.

Similarly as a regression analysis, the idea of method 3 (matrix) is to keep one variable (relatively) constant and then study the effect of the other variable. Making each student group smaller then keeps one variable relatively more constant (i.e. reducing the variation of this variable in the group), which could be seen as strengthening the validity of this method. The problem is the relatively strong correlation that exists between the two variables; reading and mathematic-
cal ability. Due to this correlation the variation of both variables are reduced when creating smaller student groups. As described in the method section, this problem is evident already when using 4 groups since for some tasks there is only one student having lowest ability regarding one variable and highest ability regarding the other variable.

There is also another problem with method 3. Despite reducing the variation in mathematical ability within a group of students, for many tasks there is still a significant correlation between mathematical ability and student performance on the task. This is true for almost all tasks when using the 3x3 matrix and about half of the tasks when using the 6x6 matrix. Thus, within the group with lowest mathematical ability the effect of mathematical ability on performance was not excluded, and an observed effect of reading ability in this group can therefore come from the overlap between the two abilities.

Methods 2 and 3 share a common problem, caused by their reliance on the measure of mathematical ability. There is a kind of dilemma since on the one hand the measure is assumed to be purely about mathematics, and not reading, and on the other hand it is acknowledged that some mathematics tasks used when creating the measure put (perhaps high) demands on reading ability. Thus, for these methods, the separation between the two abilities is not ideal.

Since no measure of ability is used in method 4 (principal component analysis), the same problem as noted for methods 2 and 3 about the separation of the different abilities does not exist in method 4. Instead, the principal component
analysis is a more bottom-up type of analysis through which we analyze the results on all test items in order to find out which items have most in common, which is assumed to reflect that these items measure something similar. For the PISA data, both 2003 and 2006, the principal component analysis yielded an anticipated structure with reading tasks clearly gathering on one component while mathematics tasks tend to gather on another component (see table 2). This result is seen as a sign of good validity for this method in relation to the model with two abilities, in particular regarding separation and also, but to lesser degree, regarding homogeneity. Due to the relatively high proportion of mathematics tasks with no high loading on either of the first two components (see table 2), for future studies and methodological developments, it could be of interest to examine a more homogenous set of mathematics tasks or to examine the use of more than two components in this method.

<table>
<thead>
<tr>
<th>Test items</th>
<th>Math</th>
<th>Reading</th>
<th>None</th>
</tr>
</thead>
<tbody>
<tr>
<td>Math 2003 (n=84)</td>
<td>49 %</td>
<td>24 %</td>
<td>27 %</td>
</tr>
<tr>
<td>Reading 2003 (n=28)</td>
<td>0 %</td>
<td>93 %</td>
<td>7 %</td>
</tr>
<tr>
<td>Math 2006 (n=48)</td>
<td>56 %</td>
<td>4 %</td>
<td>40 %</td>
</tr>
<tr>
<td>Reading 2006 (n=28)</td>
<td>0 %</td>
<td>89 %</td>
<td>11 %</td>
</tr>
</tbody>
</table>
Methods 2, 3 and 4 are similar regarding their potential to give more in-depth information in the classification about the relationships between reading and mathematical abilities when solving mathematics tasks. Tasks are not only characterized as having or not having high demands of reading ability, but the categories unidimensional (including two subcategories), compensatory, and noncompensatory are used. This property of the methods can be seen as a strength regarding validity since the results from analyses then can be seen as more fully describing the relationships between the two abilities. However, for the regression analysis (method 2) this property of the method became only a theoretical potential, since all tasks in our data had a significant genuine demand of mathematical ability, in practice reducing the number of categories to two; unidimensional regarding mathematics and compensatory. It is uncertain if this limitation is a more general property of this method when trying to characterize the demands of reading ability of mathematics tasks or if this limitation is more specific to the type of data used in this study. Unlike the regression analysis, the uses of the matrix method and the principal component analysis (methods 3 and 4) resulted in tasks classified as unidimensional regarding reading. However, in the matrix method these tasks are rather few and are only present for matrix sizes 4x4 and 5x5, when less than three tasks have this property. In the principal component analysis there are more tasks classified as unidimensional regarding reading in 2003 (8 tasks) but fewer in 2006 (2 tasks).
It should also be noted that this more precise characterization of the demands of reading ability cannot directly be interpreted in the same way in all three methods. In the regression analysis, only genuine effects of abilities are examined, where effects of the overlap between the two abilities are excluded. The property of the principal component analysis is similar, when the components are seen as representing the abilities, since the loading values used (from the pattern matrix) “represent the unique contribution of each factor [component] to the variance of each variable but do not include segments of variance that come from overlap between correlated factors [components]” (Tabachnick & Fidell, 2006, p. 627). While the intention is the same for the matrix method, that is, to study the genuine effect of reading ability, the problem of an existing correlation between mathematical ability and performance also in the group with lowest mathematical ability causes the two abilities to be mixed in an unwanted manner.

In conclusion, the largest lacks of validity are noted for methods 1 and 3, when using correlations and the matrix method. No fundamental problems are noted for methods 2 and 4, when using regression analysis and principal component analysis, but there is some uncertainty in method 2 regarding the separation between the abilities, caused by the creation of explicit measures of the abilities.

**Aspects of reliability**

Within the four methods there are two different ways to characterize mathematics tasks regarding their demands of reading ability; one measure that creates a ranking of the tasks and one classification of tasks into different categories. Table 3
summarizes how these two ways of characterizing tasks are used in the four methods together with results from the analysis of reliability. The theoretical measurement for classification in methods 2, 3 and 4 is identical; using the categories unidimensional, compensatory, and noncompensatory, together with subcategories caused by positive and negative coefficients or loadings. However, as also mentioned in the discussion of validity, for the data analyzed in this study, some categories do not contain any tasks. A priori, we did not expect any negative coefficients or loadings to appear, but in the regression analysis (method 2) some tasks (3 in 2003 and 3 in 2006) have a significant negative coefficient for reading ability. However, in methods 3 and 4 (matrix and principal component analysis) no task has significant negative coefficient or loading. In table 3, regarding measurement for classification, only the categories that are non-empty for each method are listed.

**Table 3. Summary of analysis of reliability for the four methods based on a total of 48 mathematics tasks, except for method 3 where the analysis is based on fewer tasks, as described below.**

<table>
<thead>
<tr>
<th>Method</th>
<th>Measurement for:</th>
<th>Reliability of:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ranking</td>
<td>Classification</td>
</tr>
<tr>
<td></td>
<td>Correlation coefficient</td>
<td>a) Coefficient &gt; 0.4</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Regression coefficient</td>
<td>a) Significant positive read coeff.</td>
</tr>
<tr>
<td>---</td>
<td>------------------------</td>
<td>-------------------------------------</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 (3x3)</td>
<td>Correlation coefficient</td>
<td>a) Only math coeff. significant</td>
</tr>
<tr>
<td>3 (4x4)</td>
<td></td>
<td>b) Only read coeff. significant</td>
</tr>
<tr>
<td>3 (5x5)</td>
<td></td>
<td>c) Both coefficients significant</td>
</tr>
<tr>
<td>3 (6x6)</td>
<td></td>
<td>d) No coefficient significant</td>
</tr>
<tr>
<td>4</td>
<td>Loading value</td>
<td>a) Only math loading &gt; 0.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>b) Only read loading &gt; 0.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>c) Both loadings &gt; 0.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>d) No loading &gt; 0.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>a) Read loading &gt; math loading</td>
</tr>
<tr>
<td></td>
<td></td>
<td>b) Read loading &lt; math loading</td>
</tr>
</tbody>
</table>

1 The value gives the correlation between ranking 2003 and 2006, with statistical significance marked; *p<0.05 and **p<0.01.

2 The value gives the proportion of tasks classified the same way in 2003 and 2006.

3 Analysis based on 45 tasks.

4 Analysis based on 43 tasks.

5 Analysis based on 40 tasks.

Regarding the ranking of tasks described in table 3, the reliability is analyzed by examining the correlation between the measures from 2003 and 2006, in order
to see to what degree a similar kind of ranking is created both years. Regarding the classification of tasks, the reliability is analyzed by calculating the percentage of tasks that have been categorized in the same way both 2003 and 2006.

When using the matrix method there are some situations where no correlation coefficient can be computed due to lacking variability in the data for a group of students for a specific task, in particular that for some tasks all students have received the same score. Therefore, this method cannot be applied on all test items. This type of problem can in itself be seen as a lack of reliability for this method, and as a consequence the analysis of reliability is not always based on 48 tasks for this method, as described in table 3.

There is a strong reliability of the ranking, also of similar magnitude, for methods 1 and 4, while the reliability of the classification is not as high for method 4 as for method 1. However, the classification used in method 4 is more complex than the one used in method 1. Therefore, in order to make the classifications used in these methods more directly comparable, a more simple type of classification is also tested for method 4, as included in table 3. This type of classification in method 4 yields similar magnitude of reliability as in method 1.

A clear lack of reliability is noted for methods 2 and 3. For the matrix method the reliability is lower when making the student groups smaller (i.e. when using larger matrices). Thus, methods 1 and 4 show the best reliability, with similarly high values regarding both the ranking and the classification, at least when using comparable (and simpler) types of classifications.
Conclusions and discussion

Among the four methods examined, our conclusion is that the principal component analysis (method 4) has the best properties when taking into account aspects of both validity and reliability. Thus, if the purpose is to quantitatively characterize mathematics tasks regarding their demands of reading ability and the data includes students’ results on tasks for both mathematics and reading, a principal component analysis is preferred.

There are many ways to refine and develop the types of analysis focused on in this paper, regarding both empirical methods and also connections to theories and models about effects of, and relations between, different abilities on the performance on mathematics tasks.

Regarding the overlap between the abilities in mathematics and reading, we have argued for disregarding the effect of this overlap and focused on the genuine effect of reading ability. Even if it is statistically quite easy to distinguish between the common effect of the two abilities and a genuine effect of one ability, there is a need to connect this type of analysis to theories or models regarding the relationship between different abilities when solving mathematical tasks. Furthermore, the overlap between abilities can have different causes and to examine properties of this overlap could add new knowledge about the relationships between the abilities.

Except the common effect of two abilities described by the overlap between them, there is also the potential interaction between variables to take into ac-
count. In particular, an interaction exists when the demand of reading ability for a task is not independent of mathematical ability. Such interactions can be studied directly in some of the methods examined in this paper, in particular when using a regression analysis or the matrix method. However, since our analysis has shown some deficiencies in these methods there is a need for methodological development regarding the study of the interaction between reading ability and mathematical ability in relation to the solving of mathematics tasks. Furthermore, there are empirical results about the reading of longer texts showing an interaction between text complexity and student ability in relation to reading comprehension (McNamara et al., 1996). This type of interaction could therefore be of interest to examine also for the reading of test items.

Some of the deficiencies regarding reliability and validity might not have any large practical effect if the focus is on the characterization of the group of tasks with highest demand of reading ability, rather than on single tasks. This potential robustness of methods is perhaps observed when some similar results are noted by both Bergqvist (2009) and Roe and Taube (2006) despite noted lack of reliability in the method used by Bergqvist and lack of validity in the method used by Roe and Taube. However, it seems more suitable to use the method with better reliability and validity, the principal component analysis, also since this method is somewhat simpler than the other methods because it does not rely on any explicit measures of abilities, which can be complex to create.
Focus in this paper is on studies in research area 3 (as labeled in the background), regarding statistical analyses of effects of different abilities on students’ performance when solving mathematical tasks. In the background we also criticize several studies in research areas 1 and 2, regarding studies about effects of linguistic properties of mathematical tasks and about the process of reading and solving mathematical tasks. However, we see it as essential to combine foci from different research areas in order to better understand the connections between reading and solving mathematical tasks.

In future quantitative studies we will use the results from a characterization of mathematics tasks regarding their demands of reading ability together with other types of characterizations of the same tasks, in order to combine the foci in research areas 1 and 3. For example, we have started to examine if there are any special linguistic properties of tasks having a high demand of reading ability (Bergqvist et al., in press; Österholm & Bergqvist, in press).

We will also include more qualitative types of studies in our future attempts to deepen our understanding of the relationships between reading and solving mathematical tasks. For example, we intend to include both a student perspective, regarding their view of tasks with different demands of reading ability and what strategies are used when solving these tasks, and also a teacher perspective, regarding their view of, and in teaching use of, tasks with different demands of reading ability. These types of studies are meant to combine the foci in research areas 2 and 3.
Finally, our ambitions are also to continuously relate results from empirical studies to the development of theories and models about the relationships between reading and solving mathematical tasks.
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