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Abstract
In this contribution, the software tool StratiGraph for computing and visualizing closure hierarchy graphs associated with different orbit and bundle stratifications is presented. In addition, we review the underlying theory and illustrate how StratiGraph can be used to analyze descriptor system models via their associated system pencils. The stratification theory provides information for a deeper understanding of how the dynamics of a control system and its system characteristics behave under perturbations.
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1 Introduction
Dynamical systems described by linear time-invariant differential-algebraic sets of equations (DAEs) can often be expressed as descriptor (or generalized state-space) models of the following form [5, 46]:

\[
\begin{align*}
E \dot{x} &= Ax + Bu, \\
y &= Cx + Du,
\end{align*}
\]

where \(E, A \in \mathbb{C}^{n \times n}, B \in \mathbb{C}^{n \times m}, C \in \mathbb{C}^{p \times n}, \) and \(D \in \mathbb{C}^{p \times m}.\) Determining the system characteristics (like poles, zeros, controllability, and observability) of a model (1) involves computing the canonical structure information of an associated system pencil. In the general case, the system pencil has the form

\[
S(\lambda) = \begin{bmatrix} A & B \\ C & D \end{bmatrix} - \lambda \begin{bmatrix} E & 0 \\ 0 & 0 \end{bmatrix},
\]

where \(S(\lambda)\) is of size \((n + p) \times (n + m).\) Such information, including the dynamics of the DAE system \(E \dot{x} = Ax + Bu,\) is revealed by various canonical forms of the complete system pencil or parts of \(S(\lambda).\) All these features are ill-posed problems in the sense that small perturbations of the matrices \((E, A, B, C, D)\) defining the model can drastically change the system characteristics. The stratification theory for orbits and bundles of matrices, matrix pencils and various system pencils provides information for a deeper understanding of how such system transitions take place under perturbations of the involved matrices.

We start by considering a general matrix pencil \(G - \lambda H\) of size \(2 \times 4\) in order to introduce and illustrate some concepts and results. In Figure 1, closure hierarchy (or
stratification) graphs of the orbits and bundles of general $2 \times 4$ matrix pencils under equivalence transformations are shown. Each node represents an equivalence orbit (or bundle) with its unique canonical structure and each edge between two nodes corresponds to a closure relation. The topmost node (of full row rank) corresponds to the most generic canonical structure while the bottom node (pencil with only zero elements) corresponds to the most degenerate canonical structure. Since the pencil is rectangular ($2 \times 4$) it is singular by definition and the structure elements are revealed by the Kronecker canonical form of $G - \lambda H$. In the graphs of Figure 1, $L_k$, $L_k^T$ and $J_k$ ($\mu$) are right singular, left singular, and Jordan blocks, respectively. A more complete definition of different concepts and canonical attributes appears later in the chapter.

Traversing an orbit (or bundle) closure hierarchy gives information about how structure transitions can take place under perturbations. First, traversing the graph upwards, e.g., moving from one orbit to a more generic orbit, can always be done with arbitrary small perturbations of matrices in the descriptor model. Think about setting some zero elements to very small numbers which will change the canonical structure of the perturbed pencil (at least in finite precision arithmetic). Indeed, adding random noise to all elements of the zero pencil (typically) gives a generic pencil. On the other side, moving from a given orbit to a more degenerate model will in general require much larger perturbations of the matrices involved. For example, in control applications it is important to understand how a system model changes from a controllable one to different uncontrollable system models or how perturbations may change the dynamics of the underlying DAE system.

So what is the difference between the orbit and bundle closure hierarchy graphs in Figure 1? For the orbit case, all eigenvalues are kept fixed—only their elementary divisors (Jordan block sizes) may change—and an eigenvalue may even disappear or a new may appear. For the bundle case, specified eigenvalues may as well coalesce or a multiple eigenvalue can split apart in different eigenvalues (not in this example).

Before we go into any further details and explanations, we outline the content of the rest of this chapter. In Section 2, the concept of stratification and some relevant background theory used in this chapter is introduced. Section 3 presents the software tool StratiGraph.
for computing and visualizing closure hierarchy graphs associated with different orbit and bundle stratifications. For a given orbit, a stratification graph gives information of nearby canonical forms and associated system models. In Section 4, the stratification theory is applied and we illustrate how StratiGraph can be used to analyze sample DAE systems and in control applications. Finally, Section 5 gives an overview of possible new features and problem setups to StratiGraph. Our related ongoing and planned work, including distance information to more degenerate systems is reviewed and illustrated. For a controllable system, a more degenerate system can be the closest uncontrollable one.

2 Stratification theory—some background

The theory of stratification reveals the qualitative information that the closure hierarchy of orbits and bundles provide (e.g., see [14, 15, 19, 28] and references therein). The closure hierarchy is determined by the closure and cover relations among orbits or bundles, where a cover relation guarantees that two orbits or bundles are nearest neighbours in the closure hierarchy. The orbit, for example, of a matrix pencil \( G - \lambda H \) consists of all pencils with the same eigenvalues and the same canonical form as \( G - \lambda H \), see Section 2.3. A bundle is the union of all orbits with the same canonical form but with unspecified eigenvalues [1]. Figure 1 illustrates an example of orbit and bundle closure hierarchy graphs, where a cover relation is represented by an edge between two nodes. In a stratification, an orbit can never be covered by a less or equally generic orbit. This implies that structures within the closure hierarchy can be ordered by their dimension (or their codimension).

We continue in Section 2.1 to define integer partitions, which are used as a tool for representing the structural information presented in the subsequent Section 2.2. In Section 2.3 the geometry of the matrix pencil space is considered, and we end by reviewing the stratification rules for matrix pencils in Section 2.4.

2.1 Integer partitions

Edelman, Elmroth and Kågström [15] show how canonical structural information (defined in the next section) can be represented as integer partitions such that the closure relations of the various orbits and bundles are revealed by applying a simple set of rules. Below, we define integer partitions and introduce the combinatorial rules which are used in the rest of this chapter.

An integer partition \( \kappa = (\kappa_1, \kappa_2, \kappa_3, \ldots) \) such that \( \kappa_1 \geq \kappa_2 \geq \ldots \geq 0 \) is said to dominate another partition \( \nu \), i.e., \( \kappa > \nu \) if \( \kappa_1 + \kappa_2 + \ldots + \kappa_i \geq \nu_1 + \nu_2 + \ldots + \nu_i \) for \( i = 1, 2, \ldots \), where \( \nu \neq \kappa \). Different partitions of an integer can in this way form a dominance ordering. If \( \kappa > \nu \) and there is no partition \( \mu \) such that \( \kappa > \mu > \nu \), then \( \kappa \) is said to cover \( \nu \). Furthermore, the conjugate partition of \( \kappa \), \( \nu = \text{conj}(\kappa) \), is defined such that \( \nu_j \) are the number of integers in \( \kappa \geq j \).

The integer partitions can also be represented as piles of coins in a table, i.e., an integer partition \( \kappa = (\kappa_1, \ldots, \kappa_n) \) can be seen as \( n \) piles of coins where pile \( i \) has \( \kappa_i \) coins. The covering relation between two integer partitions can then easily be determined: If an integer partition \( \nu \) can be obtained from \( \kappa \) by moving one coin in \( \kappa \) one column rightward or one row downward and \( \nu \) remains monotonic decreasing, then \( \kappa \) covers \( \nu \). This defines a minimum rightward coin move [15], see Figure 2. The minimal leftward coin move is defined analogously.
The blocks $N$ where $h$ is the geometric multiplicity of the finite eigenvalue. These two types of blocks constitute the finite elementary divisors

$$\begin{pmatrix}
(\lambda - \mu_1)^{h_1}, & \ldots, & (\lambda - \mu_q)^{h_q}, & \ldots, & (\lambda - \mu_1)^{h_1}, & \ldots, & (\lambda - \mu_q)^{h_q}, \ldots, & (\lambda - \mu_1)^{h_1}, & \ldots, & (\lambda - \mu_q)^{h_q}
\end{pmatrix},$$

with $h_1 \geq \cdots \geq h_q \geq 1$ for each of the $q$ distinct finite eigenvalues $\mu_i$, $i = 1, \ldots, q$; (4) the infinite elementary divisors on the form $1/\lambda^s, 1/\lambda^{s_2}, \ldots, 1/\lambda^{s_{\infty}}$, with $s_1 \geq \cdots \geq s_{\infty} \geq 1$.

For matrix pencils this structural information is revealed by the Kronecker canonical form (KCF) [20]. Any $m_p \times n_p$ matrix pencil $G - \lambda H$ can be transformed into KCF in terms of an equivalence transformation such that

$$U(G - \lambda H)V^{-1} = \text{diag}(L_{e_1}, \ldots, L_{e_{r_0}}, J(\mu_1), \ldots, J(\mu_q), N_{s_1}, \ldots, N_{s_{\infty}}, L_{\eta_1}^T, \ldots, L_{\eta_{l_0}}^T),$$

where $J(\mu_i) = \text{diag}(J_{h_k}(\mu_i), \ldots, J_{h_k}(\mu_i)), i = 1, \ldots, q$.

The blocks $J_{h_k}(\mu_i)$ are $h_k \times h_k$ Jordan blocks associated with each distinct finite eigenvalue $\mu_i$, where each block corresponds to a finite elementary divisor of degree $h_k$, namely $(\lambda - \mu_i)^{h_k}$. The blocks $N_{s_i}$ are $s_k \times s_k$ Jordan blocks for matrix pencils associated with the eigenvalue at infinity, where each block corresponds to an infinite elementary divisor of degree $s_k$, namely $1/\lambda^{s_k}$. Moreover, $g_0$ is the geometric multiplicity of the finite eigenvalues $\mu_i$ and $g_{\infty}$ is the geometric multiplicity of the infinite eigenvalue. These two types of blocks constitute the regular part of a matrix pencil and are defined by

$$J_{h_k}(\mu_i) \equiv \begin{bmatrix}
\mu_i - \lambda & 1 & \cdots & \cdots & \cdots & 1 \\
\cdots & \ddots & \ddots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \mu_i - \lambda & 1 \\
\end{bmatrix}, \quad \text{and} \quad N_{s_k} \equiv \begin{bmatrix}
1 & -\lambda & \cdots & \cdots & \cdots \\
\cdots & \ddots & \ddots & \cdots & \cdots \\
\cdots & \cdots & -\lambda & 1 \\
\end{bmatrix}.$$

If $m_p \neq n_p$ or $\det(G - \lambda H) \equiv 0$ for all $\lambda \in \mathbb{C} \equiv \mathbb{C} \cup \{\infty\}$, then the matrix pencil also includes a singular part and we say that the matrix pencil is singular. The singular part of the KCF consists of the $r_0$ right singular blocks $L_{\kappa_1}$ of size $\epsilon_1 \times (\kappa_1 + 1)$, corresponding to the right minimal indices $\epsilon_1$, and the $l_0$ left singular blocks $L_{\eta_1}^T$ of size $(\eta_1 + 1) \times \eta_1$, respectively.

2.2 Structure information and Kronecker canonical form

The system characteristics of a descriptor system (1) are described by the (canonical) structural elements of an associated system pencil. The structural elements we consider in this chapter are: (1) the right minimal indices $(\epsilon_1, \ldots, \epsilon_{r_0})$, with $\epsilon_1 \geq \epsilon_2 \geq \cdots \geq \epsilon_{r_1} + 1 = \cdots = \epsilon_{r_0} = 0$; (2) the left minimal indices $(\eta_1, \ldots, \eta_{l_0})$, with $\eta_1 \geq \eta_2 \geq \cdots \geq \eta_{l_1} + 1 = \cdots = \eta_{l_0} = 0$; (3) the finite elementary divisors on the form

$$\begin{pmatrix}
(\lambda - \mu_1)^{h_1}, & \ldots, & (\lambda - \mu_q)^{h_q}, & \ldots, & (\lambda - \mu_1)^{h_1}, & \ldots, & (\lambda - \mu_q)^{h_q}, \ldots, & (\lambda - \mu_1)^{h_1}, & \ldots, & (\lambda - \mu_q)^{h_q}
\end{pmatrix},$$

Figure 2: Minimum rightward and leftward coin moves illustrate that $\kappa = (3, 2, 2, 1)$ covers $\nu = (3, 2, 1, 1, 1)$ and $\kappa = (3, 2, 2, 1)$ is covered by $\tau = (3, 3, 1, 1)$. 

If $m_p \neq n_p$ or det $(G - \lambda H) \equiv 0$ for all $\lambda \in \mathbb{C} \equiv \mathbb{C} \cup \{\infty\}$, then the matrix pencil also includes a singular part and we say that the matrix pencil is singular. The singular part of the KCF consists of the $r_0$ right singular blocks $L_{\kappa_1}$ of size $\epsilon_1 \times (\kappa_1 + 1)$, corresponding to the right minimal indices $\epsilon_1$, and the $l_0$ left singular blocks $L_{\eta_1}^T$ of size $(\eta_1 + 1) \times \eta_1$, respectively.
corresponding to the left minimal indices \( \eta_k \). These blocks are defined by

\[
L_{\epsilon_k} \equiv \begin{bmatrix} -\lambda & 1 \\ & \ddots & \ddots \\ & & -\lambda & 1 \end{bmatrix}, \quad \text{and} \quad L_{\eta_k}^T \equiv \begin{bmatrix} -\lambda \\ & \ddots \\ & & -\lambda & 1 \end{bmatrix}.
\]

An \( L_0 \) and an \( L_0^T \) block are of size \( 0 \times 1 \) and \( 1 \times 0 \), respectively, and each of them contributes to a column or row of zeros, respectively, in the matrix representation of the KCF.

In the following, we also use a more compact notation by writing the KCF as a direct sum of blocks:

\[
U(G - \lambda H) V^{-1} \equiv \mathbb{L} \oplus \mathbb{L}^T \oplus \mathbb{J}(\mu_1) \oplus \cdots \oplus \mathbb{J}(\mu_q) \oplus \mathbb{N},
\]

where

\[
\mathbb{L} = \bigoplus_{j=1}^{r_0} L_{\epsilon_j}, \quad \mathbb{L}^T = \bigoplus_{j=1}^{l_0} L_{\eta_j}^T, \quad \mathbb{J}(\mu_i) = \bigoplus_{j=1}^{g_i} J_{h_j}(\mu_i), \quad \text{and} \quad \mathbb{N} = \bigoplus_{j=1}^{\eta_{\infty}} N_{s_j}.
\]

The most robust way of computing the canonical structure information is to use staircase-type algorithms, which apply unitary transformations to determine Weyr-type characteristics [32, 42, 44, 9, 10]. For Jordan blocks Weyr and Segre characteristics are closely related. In summary, the canonical structural information can be expressed as the structure integer partitions:

- \( R = (r_0, r_1, \ldots, r_{e_1}) \) where \( r_i = \#L_i \) blocks with \( k \geq i \).
- \( \mathcal{L} = (l_0, l_1, \ldots, l_{\eta_1}) \) where \( l_i = \#L_i^T \) blocks with \( k \geq i \).
- \( \mathcal{J}_{\mu_i} = (j_1, j_2, \ldots) \) where \( j_k = \#J_k(\mu_i) \) blocks with \( k \geq t \). \( \mathcal{J}_{\mu_i} \) is known as the Weyr characteristics of the finite eigenvalue \( \mu_i \). \( \mathcal{J}_{\mu_i} \) is the conjugate partition of the Segre characteristics \( h = (h_1, \ldots, h_g) \) defined by \( h_k \), the exponents of the finite elementary divisors.
- \( N = (n_1, n_2, \ldots) \) where \( n_t = \#N_t \) with \( k \geq t \). \( N \) is known as the Weyr characteristics of the infinite eigenvalue, where \( N \) is the conjugate partition of the Segre characteristics \( s = (s_1, \ldots, s_{g_{\infty}}) \) defined by \( s_k \), the exponents of the infinite elementary divisors.

Above we have used the notation \( G - \lambda H \) with \( \lambda \in \mathbb{C} \) for a general matrix pencil. However, from a computational point of view it is more appropriate to consider \( \beta G - \alpha H \) for all \( (\alpha, \beta) \in \mathbb{C}^2 \) where the pair \((\alpha, \beta)\) is a generalized eigenvalue of \( G - \lambda H \). If \( \beta \neq 0 \), then the pair represents the finite eigenvalue \( \alpha/\beta \), and if \( \alpha \neq 0 \) and \( \beta = 0 \) then \((\alpha, \beta)\) represents an infinite eigenvalue. This notation also applies to general DAE systems \( E \dot{x} = Ax + f \), when we want to compute the eigenvalues of \( A - \lambda E \). In this chapter, we mainly consider regular descriptor systems where \( A \) and \( E \) are square. We also remark that if \( E \) is nonsingular, the descriptor system can be transformed into a standard state-space form. However, this type of transformation should only be done if \( E \) is a well-conditioned matrix. Otherwise, we should keep the DAE formulation and treat it as a descriptor system.

We are also using the concept of normal-rank (e.g., see, [44]), which can be defined as

\[
r = n_p - r_0 = n_p - l_0,
\]

where \( r_0 \) and \( l_0 \) are the number of right and left singular blocks, respectively. Therefore, a square regular \( n_p \times n_p \) matrix pencil has full normal-rank (it has no singular blocks).
2.3 Matrix pencil space

An \( n \times n \) matrix \( A \) can be seen as a point in an \( n^2 \)-dimensional (matrix) space, one dimension for each parameter of \( A \). Consequently, the union of all \( n \times n \) matrices constitutes the entire matrix space, and an orbit of a matrix is a manifold in the space. Similarly, an \( m_p \times n_p \) matrix pencil belongs to a \( 2m_pn_p \)-dimensional space, and an \( (n + m) \times (n + p) \) system pencil \( (2) \) belongs to an \( (n + m)(n + p) + n^2 \)-dimensional space. In the system pencil case, the dimension count is done with the assumption that the zero matrices in the \( \lambda \)-part of \( S(\lambda) \) are fixed, while \( E \) (typically singular) is not.

In the following, we use a general matrix pencil to illustrate the concepts of orbit, bundle, and their (co)dimensions. The orbit of an \( m_p \times n_p \) matrix pencils is the manifold of equivalent matrix pencils:

\[
\mathcal{O}(G - \lambda H) = \{ U(G - \lambda H)V^{-1} : \det(U) \cdot \det(V) \neq 0 \}.
\]

A bundle defines the union of all orbits with the same canonical form but with the eigenvalues unspecified, \( \bigcup \mathcal{O}(G - \lambda H) \) [1]. We denote the bundle of \( G - \lambda H \) by \( \mathcal{B}(G - \lambda H) \).

The dimension of \( \mathcal{O}(G - \lambda H) \) is equal to the dimension of the tangent space to \( \mathcal{O}(G - \lambda H) \) at \( G - \lambda H \), which can be expressed by the pencils on the form

\[
T_{G - \lambda H} = X(G - \lambda H) - (G - \lambda H)Y,
\]

where \( X \) is an \( m_p \times m_p \) matrix and \( Y \) is an \( n_p \times n_p \) matrix. In practice, it is more convenient to work with the dimension of the normal space, which is the orthogonal complement of the tangent space. The dimension of the normal space is called the codimension and is uniquely determined by the Kronecker structure [7, 14]:

\[
cod(G - \lambda H) = c_{\text{Right}} + c_{\text{Left}} + c_{\text{Sing}} + c_{\text{Jor}} + c_{\text{Jor,Sing}},
\]

where

\[
c_{\text{Right}} = \sum_{\epsilon_i > \epsilon_j} (\epsilon_i - \epsilon_j - 1), \quad c_{\text{Left}} = \sum_{\eta_i > \eta_j} (\eta_i - \eta_j - 1),
\]

\[
c_{\text{Sing}} = \sum_{\epsilon_i, \eta_j} (\epsilon_i + \eta_j + 2), \quad c_{\text{Jor}} = \sum_{i=1}^{q} \sum_{j=1}^{g_i} (2j - 1)h_j^{(i)} + \sum_{j=1}^{g_\infty} (2j - 1)s_j,
\]

and

\[
c_{\text{Jor,Sing}} = (r_0 + l_0) \left( \sum_{i=1}^{q} \sum_{j=1}^{g_i} h_j^{(i)} + \sum_{j=1}^{g_\infty} s_j \right).
\]

Notably, the codimension of an orbit can also be determined, without knowing the KCF, by computing the dimension of the kernel of \( Z \), where \( Z \) is a matrix Kronecker product representation of the tangent space [14, 15]. A reliable way is to apply the singular value decomposition to \( Z \).

Under perturbations the dimension of the tangent space of a matrix pencil orbit may change. Perturbations where the dimension decreases (the codimension increases), which corresponds to less generic (more degenerate) cases, are of special interest in applications especially when the impact can be disastrous. For the most generic rectangular pencil the tangent space of the orbit spans the complete space and hence the codimension is zero. For
the most degenerate case these dimensions are reversed for the tangent and normal spaces, respectively.

Since a bundle does not have the eigenvalues specified (or fixed), corresponding to one more degree of freedom for each eigenvalue, the tangent space of a bundle spans one extra dimension for each distinct eigenvalue. In conclusion, the codimension of a bundle is equal to the codimension of the corresponding orbit minus the number of distinct fixed eigenvalues [14, 15].

2.4 Cover rules for matrix pencils

The closure decision problem for orbits of general matrix pencils was solved by Pokrzywa [38], see also later reformulations in [6, 2]. The necessary conditions for an orbit or a bundle of two matrix pencils to be closest neighbours (i.e., has a cover relation) were derived in [2, 6, 38], which was later completed with the sufficient conditions in [15]. These results were in [15] also expressed as stratification rules, i.e., combinatorial rules acting on the structure integer partitions defined earlier. The stratification theory has further been developed with the stratification rules for matrix pairs \((A, B)\) [19, 28] and most recently for full normal-rank polynomial matrices \(P(\lambda) := P_d\lambda^d + \ldots + P_1\lambda + P_0\) of degree \(d\) [29].

Here, we state the theorem of the stratification rules for finding the closest more degenerate (less generic) matrix pencil(s) in the orbit and bundle closure hierarchies, respectively.

**Theorem 2.1** [15] Given the structure integer partitions \(L, R, J_{\mu_i}\) of \(G - \lambda H\), where \(\mu_i \in \mathbb{C}\), one of the following if-and-only-if rules finds \(\tilde{G} - \lambda \tilde{H}\) such that

**A.** \(O(G - \lambda H)\) covers \(O(\tilde{G} - \lambda \tilde{H})\):

1. Minimum rightward coin move in \(R\) (or \(L\)).
2. If the rightmost column in \(R\) (or \(L\)) is one single coin, move that coin to a new rightmost column of some \(J_{\mu_i}\) (which may be empty initially).
3. Minimum leftward coin move in any \(J_{\mu_i}\).
4. Let \(k\) denote the total number of coins in all of the longest (= lowest) rows from all of the \(J_{\mu_i}\). Remove these \(k\) coins, add one more coin to the set, and distribute \(k + 1\) coins to \(r_p, p = 0, \ldots, t\) and \(l_q, q = 0, \ldots, k - t - 1\) such that at least all nonzero columns of \(R\) and \(L\) are given coins.

**B.** \(B(G - \lambda H)\) covers \(B(\tilde{G} - \lambda \tilde{H})\):

1. Same as rule 1 on the left.
2. Same as rule 2 on the left, except it is only allowed to start a new set corresponding to a new eigenvalue (i.e., no appending to nonempty sets).
3. Same as rule 3 on the left.
4. Same as rule 4 on the left, but apply only if there exists only one set of coins corresponding to one eigenvalue, or if all sets corresponding to each eigenvalue have at least two rows of coins.
5. Let any pair of eigenvalues coalesce, i.e., take the union of their sets of coins.

Rules 1 and 2 are not allowed to make coin moves that affect \(r_0\) (or \(l_0\)).

For theorems and explicit formulations of the stratification rules for finding covering orbits we refer to [17, 27]. In the examples presented in Section 4, we make explicit references to the rules in the Theorem 2.1 (e.g., A.(3) when referring to the orbit rule number 3) and we also briefly explain differences with rules for matrix pairs and full normal-rank polynomial matrices in the context of each example. The StratiGraph tool is based on the theory and stratification rules discussed above for different types of problem setups.
3 StratiGraph

StratiGraph\(^1\) is a tool for the computation and visualization of closure hierarchy graphs of orbits and bundles of matrices, matrix pencils and various system pencils (e.g., see [25, 26] and further references therein). Over the years, StratiGraph has grown to a flexible and extendable software tool with a broad range of functionality. In this section, we give a short introduction to the current functionality of StratiGraph version 3.0 and the possibility for extensions. For illustration, the orbit stratification of 2 \(\times\) 4 matrix pencils in Figure 1 is used.

3.1 StratiGraph user interface

![Sample user interface of a StratiGraph window showing the complete closure hierarchy of orbits of 2 \(\times\) 4 matrix pencils.](image)

Figure 3: Sample user interface of a StratiGraph window showing the complete closure hierarchy of orbits of 2 \(\times\) 4 matrix pencils.

Figure 3 presents the StratiGraph user interface including an example of a closure hierarchy graph. In the left margin of the graph, the different codimensions of the equivalence orbits are listed. The orbit of the most generic structure has codimension 0, and the most generic structure has codimension 0, and the most

\(^1\)StratiGraph is an acronym for Stratification Graph.
degenerate structure has codimension 16 (\(= 2mn\)). We remark that different orbits can have the same codimension (here two with codimension 6), and may (but not necessarily so) include different orbits in their closure hierarchies. For example, \(O(2L_0 \oplus 2J_1(\mu_1))\) is included in the closure of \(O(2L_0 \oplus J_2(\mu_1))\) but not in the closure of \(O(2L_0 \oplus J_1(\mu_1) \oplus J_1(\mu_2))\).

By right-clicking an edge, information of the structural change between two connected nodes is shown. In the figure, we see an example where a \(2 \times 2\) Jordan block splits into two \(1 \times 1\) Jordan blocks corresponding to the same eigenvalue \(\mu_1\) when going downwards in the hierarchy (to less generic structures).

In addition to the main window, two dialog windows can be opened that show information on orbit (or bundle) structure relations and a complete list of structures in the stratification, ordered with respect to increasing codimension. In Figure 3 one of these windows are shown, labeled “Covering structures”. The information includes the active structure (defined by clicking on a selected node) and the orbits that are covered by and are covering the active orbit, respectively. This feature is especially useful when there are many nodes and edges in the stratification graph.

### Figure 4: A dialog window showing the canonical information of all expanded nodes in the closure hierarchy of Figure 3 in three different notations. In the middle, the representation using Segre characteristics is shown and to the right the corresponding information using Weyr characteristics.

In the preference side-bar under “Notation” of Figure 3, we see that block notation is chosen, i.e., the canonical structures of the orbits are listed as direct sums of blocks in the associated KCF. The notation can be changed by using the representation of the canonical blocks as indices representing Weyr and Segre characteristics, respectively.

The indices representing Segre characteristics are the numbers and the sizes of the different blocks in the KCF, where \(R\) denotes right singular blocks, \(L\) denotes left singular blocks, and \(J(\mu_i)\) denotes Jordan blocks corresponding to eigenvalue \(\mu_i\). For the Weyr characteristics,
the minimal indices are represented as an ordered integer partition (see definitions in Section 2.1). For example, \( J(\mu_1) : 2, 2, 1 \) is read from left to right as: 2 Jordan blocks of size \( 1 \times 1 \) or larger, 2 blocks of size \( 2 \times 2 \) or larger, and 1 block of size \( 3 \times 3 \) or larger, i.e., \( J(\mu_1) \) corresponds to \( J_2(\mu_1) \oplus J_3(\mu_1) \). Similarly, \( R : 2, 2, 1 \) for right singular blocks corresponds to \( L_1 \oplus L_2 \).

In Figure 4, the complete list of canonical information of the closure hierarchy in Figure 3 is presented in the different notations provided in StratiGraph. These are obtained from the second dialog window.

### 3.2 Working with StratiGraph

The normal way to use StratiGraph is via the built-in wizard for specifying the type of input problem to be considered (see Figure 5). This includes a choice between matrices, matrix pencils or matrix pairs, a choice between the stratification for orbits or bundles, and finally the starting canonical structure, which will be presented and appear as the starting node in the stratification graph. In the figure, we also see an option for full normal-rank polynomial matrices that is available as a prototype plug-in (see Section 3.3.1).

#### 3.2.1 Graph expansion

Given a starting structure and applying the stratification rules reviewed in Section 2, the graph can be expanded both upwards or downwards from each node, making the graph expandable in both directions. The choices include the most or least generic structure of a specified size or an arbitrary structure for which the blocks are specified in a new window. In the example, the most generic orbit of size \( 2 \times 4 \) is specified.
larger and larger. A symbol on the node indicates if the node can be further expanded or not. The complete stratification can also be rendered. However, the number of nodes grows exponentially with the problem size. Already a modest problem size can result in thousands of nodes and edges. Therefore, the user will be warned if the operation will be very time and memory consuming.

When the graph is expanded, StratiGraph tries to place the nodes to avoid crossing of edges and edges crossing nodes they are not connected to. However, an optimal node placement regarding the least number of crossings is an NP-complete problem, and depending on the problem size we may not be able to afford computing the complete stratification ahead. The algorithm to place nodes is a compromise between computations, optimal node placement, and trying to let already placed nodes stay at a given position. Still the algorithm does not always give a satisfactory result, or we may wish to arrange nodes in a different way. Therefore, StratiGraph provides the functionality to manually move nodes around on each codimension level in the closure hierarchy graph.

3.3 Extendable software

StratiGraph is developed in Java and consists of almost 450 classes and interfaces. Its purpose to compute and visualize stratification graphs, means that we must be able to enter a starting canonical structure, show structural and other information, expand the graph and finally layout, visualize, save, and print it.

From a design point of view, the aim has been to create a flexible, modular and extendable architecture. Most of the features are controlled in a plug-in like system. Even the built-in problem setups like square matrices, and pencils are handled just like any other plug-in would be handled. Modules can be loaded at run-time, and the plug-in manager notifies different components in the software of changes, be it the graphical interface, or new sets of choices.

StratiGraph has basically three types of plug-ins, namely problem setups, designers and extensions which are briefly described below.

3.3.1 Problem setups

The ability to compute and visualize closure hierarchies of canonical structures, represented both as a graph, and in mathematical notation is, of course, one of the basic functionalities of StratiGraph.

Problem setups basically have four tasks: (i) defining the valid parameters for different kind of canonical blocks and structures that can appear for the given problem type; (ii) defining valid input parameters describing the size of the problem, e.g., square matrices only have one input parameter, \( n \), while matrix pencils have two, \( m \) and \( n \) (see Figure 5); (iii) given a problem size or a list of valid canonical blocks, define a canonical structure object that will become the start node for further expansion of the stratification graph; (iv) implement a set of stratification rules that specifies structural changes between connected nodes in the expansion upwards and downwards.

Presently, StratiGraph has three built-in problem setups, namely for matrices, matrix pencils and matrix pairs. Available is also a prototype plug-in for full normal-rank polynomial matrices.

3.3.2 Designers

Designers control the visualization of nodes and edges. Given a set of graphical properties, like color sets and fonts, and a canonical structure they define how it will be visualized. The
procedure is the same regardless if it is for printing or for the screen.

StratiGraph has a number of built-in designers, for example, three designers for nodes: a round ball shaped representation (used in Figure 10), a node showing canonical information using different representations, and one that shows the canonical structure represented as blocks in a matrix. The latter is most instructive for structures with few eigenvalues.

3.3.3 Extensions

A program extension plug-in is a fully integrated piece of software that adds functionality to StratiGraph. They can be loaded and unloaded at run-time and interacts fully with the internal flow of events while loaded. Even parts of the GUI can be altered.

One extension built-in with StratiGraph is used to control the internal commands, like specifying a new starting structure etc. A prototype of an extension that makes it possible to interact with Matlab\(^2\) has also been developed. The aim is to be able to compute the canonical structure of an input setup of matrices in Matlab and then use StratiGraph to investigate nearby structures. Interaction with Matlab also makes it possible to compute quantitative information between pairs of canonical structures as further discussed in Section 5.

4 StratiGraph in applications

In this section, we apply the theory of stratification and illustrate how StratiGraph can be used to analyze qualitative information of some control applications.

The first two examples are problem setups that relate to the solution of linear time-invariant DAE systems \(E \dot{x}(t) = Ax(t) + f(t)\). Then follows a study of an electrical circuit descriptor model from [5]. Finally, we briefly review how controllability characteristics of two mechanical system models can be analyzed using stratification theory for matrix pair and full normal-rank polynomial matrix representations [19, 29].

4.1 High nilpotency index system

Consider a DAE system \(E \dot{x}(t) = Ax(t) + f(t)\) with the associated matrix pencil \(A - \lambda E = N_6\). The pencil \(A - \lambda E\) is regular and has only infinite eigenvalues (its KCF has one block, namely \(N_6\)). Indeed, the (nilpotency) index of the DAE system is \(n_{\text{ind}} = 6\) and the DAE system has only an algebraic part (A-part) which requires that \(f(t)\) is sufficiently differentiable (at least \(n_{\text{ind}} - 1\) times). Similar differentiability of \(f(t)\) is also a requirement for admissible initial conditions of a general DAE system with regular \(A - \lambda E\).

Since a square regular matrix pencil is a first order (\(d = 1\)) square polynomial matrix of full normal-rank, we can compute the stratification using the derived rules in [29]. These rules coincide with the rules in Theorem 2.1, with the restrictions that no singular blocks can exist and there can at most exist \(n\) Jordan blocks for each eigenvalue (including infinity).

The orbit closure hierarchy graph computed by StratiGraph is shown in Figure 6. By considering the orbit stratification of \(A - \lambda E \equiv N_6\) we only allow perturbations that preserve the regularity and keep all eigenvalues at infinity. Starting at \(O(N_6)\) of codimension 6 (\(= n\)), the Segre (and Weyr) characteristics of the computed canonical structures in the stratification correspond to the dominance (and reversed dominance) ordering of the integer 6. So \(O(6N_1)\) of codimension 36 (\(= n^2\)) corresponds to the most degenerate canonical structure (\(E\) is the zero matrix). For example, to obtain the Weyr characteristics, only minimal leftward coin

\(^2\)Matlab is a registered trademark of The MathWorks, Inc.
moves (rule A.(3) in Theorem 2.1) are applied to the sequence (1, 1, 1, 1, 1, 1) = conj(6). In addition, the DAE systems corresponding to the pencils in the orbit stratification have their index equal to the size of the largest $N_k$ block in its KCF. Notably, by transversing the closure hierarchy graph downwards we pass (more degenerate) orbits of increasing codimensions while the associated DAE systems have decreasing index. Since all degenerate orbits in the graph belong to the closure of $O(N_6)$, these cases can be made more generic with arbitrary small perturbations. This is in general not the case for moving downwards in the closure hierarchy.

4.2 DAE system with singular neighbours

Next we consider a DAE system with both a differential part (D-part) and an A-part. The DAE system is represented by a regular $8 \times 8$ pencil $A - \lambda E$ with a known KCF $2J_1(\mu) \oplus 2N_3$. For this study we make no restrictions on the perturbations which, for example, means that the stratification may include singular pencils. Already for this small-sized system the complete stratification graph contains 1247 nodes and 4015 edges, which is not easily analyzed. In many cases, it is enough to be able to obtain information about neighboring orbits, and here we demonstrate how the stratification rules are used to compute the orbits in the cover of $O(A - \lambda E)$.

Figure 7 shows the orbit of $A - \lambda E$ with its nearest neighbours (above and below) in the closure hierarchy. The active node is $O(2J_1(\mu) \oplus 2N_3)$ with codimension 16. The
orbits downwards in the graph (covered by $O(A - \lambda E)$) are computed using the A-rules of Theorem 2.1. The orbits upwards in the graph are obtained from the corresponding set of rules for covering orbits (see [15, 27]). For edges going downwards, the corresponding stratification rule and the changes in the KCF are displayed. Actually, only two of the rules are used for $A - \lambda E$. First, rule A.(4) applied to $2J_1(\mu) \oplus 2N_3$ gives four different results:

$$J_1(\mu) \oplus N_3 \rightarrow L_k \oplus L_{3-k}^T,$$

where $k = \{0, 1, 2, 3\}$. Then rule A.(3) applied to $2J_1(\mu) \oplus 2N_3$ tells us to do a minimum leftward coin move on $N = (2, 2, 2)$ giving $N = (3, 2, 1)$, i.e., $2N_3 \rightarrow N_3 \oplus N_2 \oplus N_1$. Rules A.(1) and A.(2) cannot be applied since the pencil does not have any singular blocks.

We remark that the subgraph in Figure 7 has been generated with a not yet official version of StratiGraph. Current version 3.0 considers all eigenvalues in $\mathbb{C}$ similarly, i.e., finite eigenvalues ($J_1(\mu)$ Jordan blocks) and infinite eigenvalues ($N_k$ blocks) are not automatically treated separately.

In Figure 7, the four nodes at codimension level 17 are singular pencils (det$(A - \lambda E) \equiv 0$ for all $\lambda$) and the corresponding $\dot{E}x(t) = Ax(t) + f(t)$ are singular systems. Such systems may or may not have a solution, and can even have infinitely many solutions (e.g., see [20, 8] for details).

4.3 Electrical circuit descriptor model

In the following example, we consider the electrical circuit in Figure 8, where the control input $u$ is the voltage source $u_e$. The resistor, inductor, and capacitors are denoted by $R$, $L$, $C_1$, and $C_2$.

4.3 Electrical circuit descriptor model

In the following example, we consider the electrical circuit in Figure 8, where the control input $u$ is the voltage source $u_e$. The resistor, inductor, and capacitors are denoted by $R$, $L$, $C_1$, and $C_2$. 

![Electrical circuit from [5.]](image-url)
\( C_1 \), and \( C_2 \), respectively. Let the state vector be
\[
x = \begin{bmatrix} u_{C_1} & u_{C_2} & I_1 & I_2 \end{bmatrix}^T,
\]
where \( u_{C_1} \) and \( u_{C_2} \) are the voltages over \( C_1 \) and \( C_2 \), respectively, with the corresponding currents \( I_1 \) and \( I_2 \). Then according to Kirchoff’s second law we obtain a descriptor model of the circuit:
\[
E\dot{x} = Ax + Bu, \quad \text{with}
\]
\[
E = \begin{bmatrix} C_1 & 0 & 0 & 0 \\ 0 & C_2 & 0 & 0 \\ 0 & 0 & -L & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad A = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ -1 & 1 & 0 & 0 \\ 1 & 0 & 0 & R \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 0 \\ 0 \\ -1 \end{bmatrix}. \quad (5)
\]
The \( n \times (n + m) \) system pencil associated with this descriptor model is \( 4 \times 5 \) and has the form
\[
S(\lambda) = [A \quad B] - \lambda [E \quad 0]. \quad (7)
\]
If \( R, L, C_1, \) and \( C_2 \) are nonzero, the system pencil \( (7) \) is regular. Moreover, the descriptor circuit model \( (5) \) is completely controllable since \( \text{rank} [\lambda E - A, \quad B] = n \) for all \( \lambda \in \mathbb{C} \) and \( \text{rank} [E, \quad B] = n \) [47].

The orbit closure hierarchy graph of a general \( 4 \times 5 \) matrix pencil does not take account to any special structure of the system pencil. Instead, we study the system pencil \( S(\lambda) \) in the form of a first order polynomial matrix \( P(\lambda) = H\lambda - G \) with \( G = [A \quad B] \) and \( H = [E \quad 0] \). \( P(\lambda) \) has full normal-rank (= 4) and we can make use of the results in [29] to compute the orbit closure hierarchy graph of a first order full normal-rank polynomial matrix, which is shown in Figure 9. The restrictions of the stratification rules for the full normal-rank polynomial matrices compared to the rules for general matrix pencils are: No left singular blocks \((L^T_k)\) can exist, the number of right singular blocks \((L_k)\) must be \( m \), it can at most exist \( n \) Jordan blocks for each eigenvalue (including infinite eigenvalues).

Consider the circuit with the parameters \( R = 330 \), \( L = 1.1 \), and \( C_1 = C_2 = 10^{-4} \). Then \( S(\lambda) \) \( (7) \) has the KCF \( L_3 \oplus N_1 \), is completely controllable, and the pair \((E, A)\) is of index 1 with KCF \( 3J_1(\alpha) \oplus N_1 \). In the graph of Figure 9, this circuit belongs to \( O(L_3 \oplus N_1) \) with codimension 2. Note that we could omit the most generic \( O(L_4) \) in the graph since the matrix \( E \) in \( (6) \) is always singular. However, in the current version of StratiGraph no such constraints can be specified or imposed automatically.

What happens when we let the parameters \( R, L, C_1, \) and \( C_2 \) approach zero? By setting one parameter after another to zero we get canonical structures that belong to less generic orbits further down in the closure hierarchy graph. For example, if we let \( L \to 0 \) or \( C_2 \to 0 \) the pencil \( (7) \) will approach \( O(L_1 \oplus N_2 \oplus N_1) \) of codimension 8. All transitions are shown in Figure 9. Note that the value of \( R \) does not play any role for the computed eigenstructure, i.e., \( R \) can be arbitrary. We leave it to the reader to interpret the results from the application’s point of view.

A natural question one may ask is: Why do we not get systems that belong to all orbits in the closure hierarchy graph by varying the parameters? The reason is that the matrices in the circuit model \( (6) \) are structured with the entries 0 and \( \pm 1 \) fixed.

### 4.4 Other examples—two mechanical system models

In this section, we briefly review how the stratification of two mechanical systems can be handled. The first is a linearized model of a uniform platform with two degrees of freedom and the second is a half-car suspension model with four degrees of freedom. These models are
analyzed via the state-space model (where $\det(E) \neq 0$ in (1)) and via a polynomial matrix representation with a non-singular highest degree coefficient matrix. Only partial results are presented below. For the complete stories we refer to two recent papers [19, 29].

4.4.1 Uniform platform model with two degrees of freedom

First we discuss the stratification of a linearized model of a uniform platform supported in both ends by springs. The linearization of the equations of motion can either be written on the form of a state-space model

$$\dot{x} = Ax + Bu,$$

where $A \in \mathbb{C}^{4 \times 4}$ and $B \in \mathbb{C}^{4 \times 1}$, or as a second order differential equation of the form

$$M\ddot{x} + C\dot{x} + Kx = Su,$$

where $M, C, K \in \mathbb{C}^{2 \times 2}$, $S \in \mathbb{C}^{2 \times 1}$, and $\det(M) \neq 0$. In the most general form, when analyzing the controllability of the platform the stratification can be performed by considering $[A - \lambda I \mid B]$ as a general $4 \times 5$ matrix pencil. However, this leads to canonical structures which cannot exist for the platform appearing in the closure hierarchy. In [19], the stratification of the state-space model is studied via the closure hierarchy of the associated $4 \times 5$ matrix pair $(A, B)$. In [29], the corresponding study is instead performed on the right linearization

$$[A - \lambda I_4 \mid B] = \begin{bmatrix} \lambda I_2 & M^{-1}K \\ -I_2 & \lambda I_2 + M^{-1}C \end{bmatrix} \begin{bmatrix} M^{-1}S \\ 0 \end{bmatrix},$$

of the associated $2 \times 3$ full normal-rank polynomial matrix to $M\ddot{x} + C\dot{x} + Kx = Su$.

The bundle closure hierarchy graph of a general $4 \times 5$ matrix pencil is shown in Figure 10. The light gray area marks the closure hierarchy of a $4 \times 5$ matrix pair and the dark gray area marks the closure hierarchy of the right linearization of a $2 \times 3$ full normal-rank polynomial matrix. As we see the latter hierarchies form subgraphs of the complete graph and of each other. This follows since the corresponding system pencils have a special predetermined structure which impose restrictions on possible canonical structures.
Figure 10: Bundle closure hierarchy graph of a general $4 \times 5$ matrix pencil. The light gray area marks the closure hierarchy of a $4 \times 5$ matrix pair $(A, B)$, and the dark gray area the closure hierarchy of the right linearization of a $2 \times 3$ full normal-rank polynomial matrix of order two.

The nodes in Figure 10 are shown using the round ball representation labeled with an edge number (at the top) and the codimension of the bundle below. The associated canonical structure information of each node can be obtained in a dialog window (see examples in Figure 4).

4.4.2 Half-car suspension model with four degrees of freedom

A half-car passive suspension model is studied in [29]. The suspension model can be expressed as a fourth-order differential equation

$$P_4 x^{(4)} + P_3 x^{(3)} + P_2 x^{(2)} + P_1 x^{(1)} + P_0 x = Q_2 u^{(2)} + Q_1 u^{(1)} + Q_0 u,$$

17
where \( P_k \in \mathbb{C}^{3 \times 3}, Q_k \in \mathbb{C}^{3 \times 3}, \) and \( \det( P_1 ) \neq 0. \) The resulting right linearization of the associated \( 3 \times 6 \) polynomial matrix is

\[
\begin{bmatrix}
A - \lambda I_{12} & B
\end{bmatrix} = 
\begin{bmatrix}
\lambda I_3 & \lambda I_3 & P_4^{-1}P_0 & P_4^{-1}Q_0 \\
-I_3 & -I_3 & P_4^{-1}P_1 & P_4^{-1}Q_1 \\
-I_3 & -I_3 & P_4^{-1}P_2 & P_4^{-1}Q_2 \\
-I_3 & -I_3 & \lambda I_3 + P_4^{-1}P_3 & 0
\end{bmatrix},
\]

where \( A \in \mathbb{C}^{12 \times 12} \) and \( B \in \mathbb{C}^{12 \times 3}. \) The complete stratification of this linearization is rather large. So a possibility when analyzing, for example, the controllability of the suspension model, is to compute the subgraph representing all the controllable orbits (or bundles) together with the closest uncontrollable ones. This subgraph has a moderate size of 35 nodes and 61 edges. For further details we refer to [29], where also the stratification graph is presented.

5 Future work and some open problems

In this section, we discuss possible new features and setups to StratiGraph and related ongoing and planned work as well as some open problems.

One feature is a plug-in for importing and exporting matrix and system pencils between Matlab and StratiGraph. Matlab can also be used as a computing engine to StratiGraph, e.g., to compute quantitative information like bounds on the distance between orbits and bundles in the stratification graph.

Existing problem setups applicable to descriptor systems (1) with a singular \( E \) are the matrix pencil setup and in some cases the full normal-rank polynomial matrix setup (currently only available as a prototype). Examples of future setups are general polynomial matrices, descriptor (or singular) system pencils (2), and subpencils corresponding to particular systems.

Version 3.0 of StratiGraph does not separate the finite and infinite eigenvalues when computing and visualizing closure hierarchy graphs. This separation is especially important when we consider general descriptor systems, and will be available in a coming release. A prototype has been implemented in the full normal-rank polynomial matrix setup, as illustrated in Figure 6. In the following, we discuss some of these topics.

5.1 Matrix Canonical Structure Toolbox

For the computational routines and the interaction between Matlab and StratiGraph the Matrix Canonical Structure (MCS) toolbox has been developed [24]. The prototype toolbox includes a framework with new data type objects for representing canonical structures and several routines for handling the interface to StratiGraph.

Current version of MCS toolbox includes routines for computing the canonical structure information using staircase algorithms. These are prototype Matlab implementations based on the existing GUPTRI routines [9, 10, 30] for matrix pencils and the controllability and observability staircase forms [43]. Hence, given a linearized model we can compute its Kronecker structure and then let StratiGraph determine and visualize nearby structures in the closure hierarchy. The toolbox also includes prototype implementations of imposed GUPTRI forms, which impose a given canonical structure on an input (matrix, matrix pencil, or matrix pair) with respect to specified deflation tolerances (\( tol \) and \( gap \)).
Other MCS functionality includes routines for computing the distance (measured in the Frobenius norm) between two sets of inputs (matrices, matrix pencils, or matrix pairs), and routines for computing bounds of the distance to a less (or more) generic orbit/bundle [18].

5.2 Bounds and other types of quantitative information

The lower bounds implemented in MCS toolbox are of Eckart-Young type and derived from the matrix representation of the tangent space of the orbit of a matrix or a system pencil [14, 18]. The upper bounds are based on staircase regularizing perturbations [18], which make use of the routines for computing an imposed GUPTRI form. It is well known that these bounds are sometimes too conservative. Future work includes improving the algorithms for computing the bounds for matrices and matrix pencils, especially the upper bound. And it is still open how to compute upper and lower bounds for polynomial matrices and some other particular systems. Another future extension of StratiGraph could be the possibility to compute pseudospectra information (e.g., see [40]) along with distance bounds in the closure hierarchy graph.

Important quantitative information in control applications includes the distances to uncontrollability and unobservability [16, 37]. In [19], a linearized nominal longitudinal model of a Boeing 747 [45] is studied with regard to its controllability characteristics, i.e., the stratification is done on the controllability pair \((A, B)\). The model has 5 states and 5 inputs, and the KCF of \((A, B)\) with the chosen parameters is \(2L_2 \oplus L_1 \oplus 2L_0\), i.e., the system is controllable. Using the Matlab routines of Mengi [35], the computed distance to uncontrollability is within the interval \(I = (3.0323 \times 10^{-2}, 3.0332 \times 10^{-2})\). The results in [19] show that there exist three orbits in the closure hierarchy for which \(I\) is included in the intervals defined by the computed lower and upper bounds. These are the orbits with KCF \(L_2 \oplus 2L_1 \oplus 2L_0 \oplus J_1(\mu)\), \(2L_2 \oplus 3L_0 \oplus J_2(\mu)\), and \(L_3 \oplus L_1 \oplus 3L_0 \oplus J_1(\mu)\), respectively.

In Figure 11, a selection of orbits covered by \(O(A, B) = O(2L_2 \oplus L_1 \oplus 2L_0)\) in the orbit closure hierarchy of \(5 \times 10\) matrix pairs is shown. We can also see bound information in the figure delivered by the MCS toolbox. For example, the interval \(I\) is within the bounds of \(L_2 \oplus 2L_1 \oplus 2L_0 \oplus J_1(\mu_1)\) and \(2L_2 \oplus 3L_0 \oplus J_1(\mu_1)\). We remark that these bounds are not as tight as the bounds to the more degenerate uncontrollable system \(L_4 \oplus 4L_0 \oplus J_1(\mu_1)\) or the controllable system \(L_3 \oplus L_2 \oplus 3L_0\), which has one less input than \((A, B)\) for controlling the states.

5.3 Future problem setups in StratiGraph

Finally, we introduce examples of new problem setups that we aim to include in future versions of StratiGraph. The theory and definitions that are needed to create a problem setup, say for the system pencil \(S(\lambda)\) in (2), are: (1) The orbit of \(S(\lambda)\) must be determined and well-defined (all and only those \(S(\lambda)\) with the same structural elements belong to the same orbit). (2) The codimension of the orbit must be determined and computable from the structural information of \(S(\lambda)\). (3) The closure relation between all possible orbits must be determined. (4) Finally, the cover relation between all pairs of orbits must be derived and expressed as stratification rules on associated integer partitions.

In general, the stratification theory and covering relations for many of the problem setups listed below are open challenging problems. This also includes definitions of transformations and canonical forms which in turn define the orbits and bundles to be considered. Some related publications include relevant results on stratification theory [22, 23, 4, 12], canonical forms for descriptor systems [21, 34, 41], and staircase and condensed forms for descriptor systems [3, 36, 39].
5.3.1 State-space descriptor and singular systems

One goal is to cover generalized state-space systems (1) with full generality, including the matrix tuples \((E, A, B, C)\), and \((E, A, B, C, D)\) where \(A - \lambda E\) is regular or even singular. A follow-up extension to these problem setups would be to allow the matrices to be rectangular, which corresponds to various singular state-space systems.

5.3.2 Polynomial matrices

In the case of full normal-rank polynomial matrices, the stratification can be done on the corresponding right linearization [29]. However, for general polynomial matrices there exists, as far as we know, no linearization (canonical form) that preserves the complete eigenstructure. This means that a perturbation in the linearization does not have a one-to-one correspondence with perturbations in the coefficients of the polynomial matrix.
5.3.3 System pencils with structure and other properties

Other problem setups of interest are systems with structure, e.g., fixed elements in the system matrices or with a specified block structure. In addition, it is common that the coefficient matrices of a system model are symmetric, skew-symmetric, Hamiltonian, etc. Many of these applications correspond to matrices and matrix pencils under congruence transformations (e.g., \( O(A) = \{ S^T AS : \det(S) \neq 0 \} \)). [11, 13].

Another challenge is to consider the stratification of generalized matrix products including periodic eigenvalue problems (e.g., see [39, 31]).

Acknowledgements

The authors are grateful to Alan Edelman at MIT, Erik Elmroth at Umeå University, and Paul Van Dooren at UCL Louvain-la-Neuve, co-authors of our fundamental work partly reviewed in this book chapter. We also thank Volker Mehrmann at TU-Berlin and Andras Varga at DLR for suggesting interesting control applications.

This work was supported by the Swedish Foundation for Strategic Research under grant A3 02:128 and UMIT Research Laboratory via an EU Mål 2 project. In addition, support has been provided by eSSENCE, a strategic collaborative e-Science programme funded by the Swedish Research Council.

References


23


