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Abstract

The work presented in this dissertation investigates techniques for robot Learning from Demonstration (LFD). LFD is a well established approach where the robot is to learn from a set of demonstrations. The dissertation focuses on LFD where a human teacher demonstrates a behavior by controlling the robot via teleoperation. After demonstration, the robot should be able to reproduce the demonstrated behavior under varying conditions. In particular, the dissertation investigates techniques where previous behavioral knowledge is used as bias for generalization of demonstrations.

The primary contribution of this work is the development and evaluation of a semi-reactive approach to LFD called Predictive Sequence Learning (PSL). PSL has many interesting properties applied as a learning algorithm for robots. Few assumptions are introduced and little task-specific configuration is needed. PSL can be seen as a variable-order Markov model that progressively builds up the ability to predict or simulate future sensory-motor events, given a history of past events. The knowledge base generated during learning can be used to control the robot, such that the demonstrated behavior is reproduced. The same knowledge base can also be used to recognize an on-going behavior by comparing predicted sensor states with actual observations. Behavior recognition is an important part of LFD, both as a way to communicate with the human user and as a technique that allows the robot to use previous knowledge as parts of new, more complex, controllers.

In addition to the work on PSL, this dissertation provides a broad discussion on representation, recognition, and learning of robot behavior. LFD-related concepts such as demonstration, repetition, goal, and behavior are defined and analyzed, with focus on how bias is introduced by the use of behavior primitives. This analysis results in a formalism where LFD is described as transitions between information spaces. Assuming that the behavior recognition problem is partly solved, ways to deal with remaining ambiguities in the interpretation of a demonstration are proposed.

The evaluation of PSL shows that the algorithm can efficiently learn and reproduce simple behaviors. The algorithm is able to generalize to previously unseen situations while maintaining the reactive properties of the system. As the complexity of the demonstrated behavior increases, knowledge of one part of the behavior sometimes interferes with knowledge of another parts. As a result, different situations with similar sensory-motor interactions are sometimes confused and the robot fails to reproduce the behavior.

One way to handle these issues is to introduce a context layer that can support PSL by providing bias for predictions. Parts of the knowledge base that appear to fit
the present context are highlighted, while other parts are inhibited. Which context
should be active is continually re-evaluated using behavior recognition. This tech-
nique takes inspiration from several neurocomputational models that describe parts of
the human brain as a hierarchical prediction system. With behavior recognition active,
continually selecting the most suitable context for the present situation, the problem
of knowledge interference is significantly reduced and the robot can successfully re-
produce also more complex behaviors.
Sammanfattning


Utöver arbetet med PSL presenteras en diskussion om representation, igenkänning och inlärning av robotars beteende. LFD-relaterade koncept som demonstration, repetition, mål och beteende definieras och analyseras, med fokus på hur förkunskap kan introduceras genom beteendeprimitiv. Analysen resulterar i en formalism där LFD beskrivs i termer av övergångar mellan informationsrymder. Flera sätt att hantera tvetydigheter i tolkningen av demonstrationer föreslås.

Utvärderingen av PSL visar att algoritmen är användbar som en reglermetod för robotar. PSL kan på ett effektivt sätt representera och reproduera enklare beteenden, samt generalisera till nya situationer. För mer komplexa beteenden ökar dock risken att delar av den genererade modellen stör andra delar, och det inlärda beteendet kan inte reproduceras på ett korrekt sätt. Ett sätt att hantera detta problem är att introducera ett kontextlager. Kontextlagret kan stödja PSL genom att aktivera de delar av modellen som hör till den aktuella kontexten, medan övriga delar inhiberas. Den prediktiva modellen kan användas för att beräkna hur den aktuella situationen är förenlig med
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 olika kontexter. Roboten kan på så vis automatiskt aktivera den kontext som bäst pas-
sar den aktuella situationen. Denna metod är inspirerad av flera beräkningsmässiga
modeller av nervsystemet vilka beskriver hjärnan som ett hierarkiskt prediktionssys-
tem. När kontextlagret används minskar risken att delar av modellen stör andra delar,
och roboten kan framgångsrikt reproduceras mer komplexa beteenden.
Preface

This thesis consists of an introduction, an overview of relevant research, and the following seven articles.
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Additional work

Minor additional contributions can be found in the following papers by the author.


When I started my PhD studies in 2006 I was convinced that robots able to act and learn like humans do were science fiction and not a realistic research topic. I had taken what I saw as a mature perspective on artificial intelligence, aligning to a weak AI perspective. During my undergraduate studies at the Cognitive Science Program\textsuperscript{1}, I was taught that cognition is about how humans, animals and artificial systems perceive information, process it and finally respond with some output or action. Since I had not even seen computers able to solve the perception problem in any way comparable to humans’ and animals’ perceptual abilities, I could not see how we could even approach the problems of implementing human-like information processing and action abilities in robots. Of course there were many specific applications were robots were successful, but my interest lay, and still lies, in a general understanding of cognition. In this context, robot learning appeared as one area where general solutions where still in focus.

I directed my attention to robot Learning From Demonstration (LFD), where the robot is to learn from a set of examples or demonstrations. I focused on scenarios where a human teacher is controlling the robot pupil via teleoperation. In this context, a demonstration is a sequence of sensor readings and motor commands issued by the teacher during execution of the desired behavior. While this kind of scenario may not resemble the way humans teach each other, they constitute practically useful settings generalizable to many kinds of robots.

I was initially interested in how behavior should be represented in robots. When reviewing the literature on intelligent robotics and robot learning, leading up to Paper I, I had problems to find a clear consensus on what methods to use. Many of the proposed methods appeared to fit the particular application well, but it was difficult to get an understanding of which methods that would work best in the general case. Together with my supervisor Thomas Hellström\textsuperscript{2}, I decided to direct my attention to approaches that used so called behavior primitives or skills as a method for LFD. A behavior primitive is a simple controller that can be combined with other controllers to form more complicated behaviors. Without specifying how each primitive was to be implemented, we could still reason about how they could be combined. If we could create a system able to combine primitives on several levels, such that combined skills could constitute primitives for even more complex behaviors, a hierarchical structure would emerge able to gradually increase the robot’s knowledge.

\begin{footnotesize}
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We realized the importance of behavior recognition, i.e., that the robot must be able to recognize some part of a demonstration corresponding to a known behavior primitive. We developed and evaluated three techniques for behavior recognition, presented in Paper II. During this work we realized that behavior recognition was a very hard problem. Even simple demonstrations could be manifestations of a great variety of different behaviors. Small changes in the environment or the controller could result in a completely different sequence of sensory-motor events constituting the demonstration. Me and Thomas Hellström put a lot of work into analyzing and formalizing these issues, resulting in Paper III.

The conclusion was that some assumptions (biases) had to be introduced to make learning possible. Even though this was an obvious conclusion for anyone with some experience in machine learning, I couldn’t help but finding it really annoying. If we have to introduce information about the behavior prior to learning, then what good does learning do? One could of course argue that we must rely on some very basic assumptions, applicable in many situations and behaviors, but this wasn’t how it was done in practice. The kind of assumptions that we, and many other researchers in the field, introduced were specific things, like what aspects of objects were relevant, how positions of the robot and objects in the environment should be represented, and with which granularity the sensors could perceive the world. All these assumptions are typical examples of ontological information that is necessary for any knowledge representation. It seemed to me that what we did was building more and more information into the robot until the interpretation became obvious. This was in direct conflict with the kind of incremental learning that we aimed for when using behavior primitives.

In the middle of all this, a colleague, Daniel Sjölief, directed me to a book called *On Intelligence* by Jeff Hawkins. For me, this book became the first step into a field of research investigating high level computational aspects of the brain. I had been working with computational neuroscience for my Master Thesis, and was happy to find a book that actually put knowledge from both neuroscience and computing science together. About the same time, Ben Edin, supervisor for my Master Thesis, directed me to the work by Brandon Rohrer at Sandia National Laboratories. Both the work by Rohrer and Hawkins focus less on *where* in the brain it happens, and more on *how* it happens. Two things in Hawkins’s book really caught my attention.

1. Cortex is primarily a memory system

2. The whole cortex performs one and the same basic computation, referred to as the common cortical algorithm (CCA)

If the idea about CCA is right, it should be possible to formulate it in computational terms and implement it in a computer, allowing robots to learn like humans and other animals do. While the brain does not work like a computer and a computer may not
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be an efficient platform for implementing the kind of computations performed by the brain, the brain does learn without a programmer telling it what is important and I got convinced that the best way to figure out how to do the same in robots is to understand how the brain works.

During autumn 2008 and spring 2009 I studied several models of the brain which resulted in an overview constituting large parts of the introduction chapters to my Licentiate thesis. Inspired by Rohrer’s work on modeling motor control, we also developed the algorithm \textit{Predictive Sequence Learning (PSL)} which forms the basis for papers IV to VII of this dissertation. PSL is a dynamical temporal difference algorithm that introduces very few assumptions into learning. In the work presented in Paper IV, PSL was applied to an LFD-problem, learning to control a Khepera miniature robot. Based on PSL, we also developed two algorithms for behavior recognition. The new algorithms were compared with our previous work on behavior recognition. The results are presented in Paper V. The work with Paper IV and Paper V showed that PSL could be used both as a controller and as a method for behavior recognition, but also revealed a number of problems and limitations with the algorithm.

In December 2009, I presented my Licentiate thesis and during the spring that followed we explored several ways to continue the work on PSL. In order to allow larger knowledge bases, I spent some time on implementing a version of PSL that could store the knowledge base in a standard relational database. This implementation did however prove to be too slow to be useful for robotic applications. Almost half a year was spent on applying PSL to a reinforcement learning task. The idea was to use the growing knowledge base of PSL as basis for generalizing rewards, potentially creating a system that dynamically constructed a state space suitable for the particular task. This proved to be much more difficult than expected and also directed me away from LFD, that was the main focus of my dissertation. We therefore decided to cancel this direction and unfortunately I’ve not found the time to pick it up within the time of my PhD studies.

We also put work into a new version of PSL based on Fuzzy Logic (presented in papers IV and VII). The new version handles data with many dimensions in a better way than the original algorithm, which made it possible to scale up the evaluation environment from the Khepera robot to a human size Kompai robot. While all results presented in papers VI and VII are taken from the simulated environment, experiments on the physical robot were made parallel to this work. We were however not able to finish the experiments on the physical robot in time for this dissertation.

Inspired by the neurocomputational models reviewed in my Licentiate thesis, we also explored the possibility to create a hierarchical system based on the original PSL algorithm. While a complete implementation of such an architecture has not been done within the timespan of this dissertation, several components have been implemented and evaluated. In Paper VII, a context layer for PSL is introduced. The behavior recognition abilities of PSL is used to continuously select the most suitable context while the robot is driving. The context layer provides bias to PSL by activating some parts of the knowledge base, while inhibiting other parts. The architecture presented.

---

in Paper VII could potentially be extended with a second instance of PSL running at the context level, further supporting selection of suitable contexts. Such a two-layer architecture could be further extended with more layers, producing a dynamic hierarchical system making predictions at multiple levels of abstraction (see Chapter 3 for details).

The results presented in Paper VII are promising and I am now finishing this dissertation with a feeling that I want to do so much more. I want to fully explore the possibilities of the kind of learning architecture that this dissertation embraces. In a couple of years, if I look back on this thesis, the text will probably appear different to me. My brain may have rehearsed the arguments yet a number of times, hierarchical learning systems may not appear as thrilling as they do now, and I will hopefully see their limitations much clearer. I may use different knowledge to interpret these words, and they may mean different things to me, than they do now. If that is so, I will be happy.
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Introduction

Robots are more present in our society than ever before. The first autonomous cars are now driving on public streets (Taylor III, 2011), the first humanoid robots are helping customers in shopping malls (Pal Robotics, 2011) and robots are becoming increasingly important for industry (Bischoff & Guhl, 2009). It is challenging to develop robots for several reasons. Robots are often aimed for applications that require high precision, handling of heavy loads, and are typically expected to execute tasks faster and more reliably than humans. Most tasks require that actions are executed in relation to the environment, in a safe way. Furthermore, the robot is expected to act on its own, without being directly controlled by a human user. To accomplish this, the robot is given sensors, actuators, and a computational unit. A computer program, referred to as a controller, reads and processes information from the sensors and controls the robot by sending signals to the actuators. The work presented in this dissertation is concerned with how to design controllers for robots acting in an everyday changing environment.

A controller \( \pi \) is defined as a mapping from a state \( x \in X \) to an action \( u \in U \):

\[
\pi : X \rightarrow U
\]

(1.1)

The state space \( X \) comprises all information necessary to select an action from the action space \( U \). What information that is necessary depends on the particular behavior, but also on the robot’s physical properties and its set of sensors and actuators. The current state \( x_t \) is defined by the use of information from sensors, mapping physical measures to a sensor state \( y_t \in Y \), at time \( t \).

Robots for special purposes, like lawn mowers and vacuum cleaners, are becoming common products. More flexible, multi-purpose, robots are however still far from the market. Robots could potentially be of great support in our daily lives; at work, and in our homes. Supporting us when we grow old, or serving as fun and interesting toys to play with as kids. Research on robots is also one way to better understand ourselves. Robots can be used as models of humans and other animals, supporting research on how we perceive information and control our actions (Berthouze & Metta, 2005).

One of the things that still prevent robots from entering everyday environments, like homes and office areas, are robots’ limited ability to adapt to the environment. In an engineered environment, like a factory floor, the robot can be perfectly tuned to the application at design time, or through an iterative process where the robot is tested.
and modified by the developers. However, in most other environments, the developers do not have complete information about the environment in which the robot is going to be used. For example, a robot that is to support a person by fetching things in that person’s home, must know where he or she usually places things. This kind of information can only to limited extent be introduced at design time and the robot must therefore be able to store and use information gained from interaction with the environment in order to change \( \pi \). We say that the robot must be able to learn.

Robot learning is not only about adapting an existing controller to a particular environment, but also about creating new behavior. The user may for example want his robot to also place things back at the right place in the apartment. In this case, the human user must be able to describe the desired behavior for the robot. There are at least two major approaches to robot learning. The robot can try out new things by itself, while the human gives feedback in terms of reward and punishment. This kind of learning is called Reinforcement Learning (RL). Alternatively, the teacher may demonstrate the desired behavior to the robot. This kind of learning is called Learning from Demonstration (LFD) and is the primary focus of the work presented in this dissertation. The research problem of LFD can be formulated as how to represent information gained from demonstrations in such a way that the robot can reproduce the demonstrated behavior under varying conditions.

The term behavior is used to denote an agent’s actions in relation to the environment and the term demonstration is used to refer to the information gained from the teacher showing how to execute a particular behavior. The teacher often has to demonstrate a behavior several times in order to allow the robot to generalize the behavior to new situations. The question of how a set of demonstrations should be generalized is central in LFD and is the main research question investigated in this dissertation.

In order to generalize demonstrations, bias is needed. That is, some basis on which the robot can choose one generalization over another. This very general claim, illustrated by the “no free lunch” theorems (Wolpert & Macready, 1997), applies not only to LFD, but to any learning or optimization system. In the context of robot learning, the “no free lunch” can be interpreted as an argument that it is not possible to create a general learning system that is always better than another. This can be seen as a good argument for conducting research on LFD only in limited domains, where domain specific knowledge can be introduced into the system. The work presented here focuses however on general approaches to LFD. The main thesis of this work is that such a general approach to learning is both possible and desirable, with the goal of showing why, and how, general learning can be achieved.

The techniques for LFD proposed in this dissertation use previous knowledge, gained from earlier learning sessions, as bias in future learning. Such an approach changes the generalization biases as learning progresses and allows the robot to progressively learn more complex behaviors. This ability to learn by the use of existing skills, possessed by humans and many animals, is illustrated by the zone of proximal development. This notion was introduced by Vygotsky (1978) in an argument against the use of standardized tests as a measure of students’ intelligence. Vygotsky argues that a better gauge of intelligence is obtained by contrasting the results of students solving problems with, and without, guidance from others. The basic idea is that
learning can only take place when the task is not too easy and not too hard, but within the zone of proximal development. Taking a pupil through the zone of proximal development is called scaffolding, a term that has also become popular in robot learning (Berk & Winsler, 1995; Otero et al., 2008). In a scaffolded learning process, the pupil takes active part by exploiting new solutions based on known skills, while the teacher is supporting, scaffolding, the learning environment such that the pupil is able to complete the task. As learning progresses, teacher support is gradually reduced until the pupil can complete the task by itself.

The idea of using the result from previous learning sessions as basis for future learning is also present within the machine learning community, for example in form of learning to learn (e.g. Thrun & Pratt, 1998). These techniques aim to represent knowledge gained from learning such that it increases the performance of future learning. In the field of LFD, one common approach that implements this idea is the use of so called behavior primitives or skills (Fod et al., 2002; Matarić, 2002; Nakaoka et al., 2003; Nicolescu, 2003; Peters II et al., 2003; Bentivegna, 2004; Koenig & Matarić, 2006). A behavior primitive is a pre-programmed or previously learned controller that can execute a behavior, or some part of a behavior. A demonstration is matched with known primitives, transforming LFD into the problem of selecting a set of primitive controllers that can produce the demonstrated behavior. This process can be divided into three activities:

1. **Behavior segmentation** where a demonstration is divided into smaller segments.

2. **Behavior recognition** where each segment is associated with a primitive controller.

3. **Behavior coordination**, referring to identification of rules or switching conditions for how the primitives are to be combined.

These three activities were identified during the work on Paper III and remain central through most of the work presented in this dissertation. Specifically, the problem of behavior recognition is studied in detail. Behavior recognition can be seen as a classification problem of sequential data and is, just like the original generalization problem, in need of bias. While many solutions exist for specific controllers, a system able to recognize learned behaviors needs a generic solution to the problem of behavior recognition. One approach that may provide a general solution is to use a forward model (predictor) in combination with the inverse model (controller). The last four papers included in this dissertation comprise an investigation of one method along these lines. We call the proposed algorithm **Predictive Sequence Learning (PSL)**.

An introduction to LFD is given in Chapter 2. Chapter 3 introduces hierarchical models for LFD. A summary of the seven papers included in this dissertation is found in Chapter 4 and primary contributions of presented work are summarized in Chapter 5.
Successful *Learning from Demonstration (LFD)* requires that, given a set of demonstrations, a controller is generated such that the robot can reproduce the demonstrated behavior under varying conditions. This generalization process is difficult to formalize since it is often far from obvious how a particular set of demonstrations should be generalized. The relevance of different features in the demonstrations depend on how the behavior is demonstrated, what the purpose of the behavior is, and what sensors and actuators the robot has. It is therefore difficult to provide a precise formulation of how to generalize a demonstration, or a set of demonstrations. The notion of behavior is often used in a very general sense to describe some action in response to stimuli (e.g. Arkin, 1998) where it is basically up to the human teacher to freely decide whether a certain robot behavior is successful or not.

One way to structure the research field of LFD was made by the formulation of four questions of imitation learning: *what-to-imitate*, *how-to-imitate*, *who-to-imitate*, and *when-to-imitate* (Alissandrakis et al., 2002). The first question, *what-to-imitate*, was originally introduced in a classical work by Nehaniv & Dautenhahn (1999):

> An action or sequence of actions is a successful component of imitation of a particular action if it achieves the same subgoal as that action.  
> An entire sequence of actions is successful if it successively achieves each of a sequence of abstracted subgoals.

In other words, successful LFD requires that the goal of the demonstrated behavior be identified. In robotics, the formulation of a goal is often not trivial since it relies on background knowledge. Even if the goal state itself may be easily identified, for example a particular location in the environment, we usually demand that the robot be able to reach that location in a particular way. We may implicitly introduce the requirement that the robot be able to reach the target location within a certain time, and without hitting walls or objects on the way. It appears that there is no obvious limit to the amount of background knowledge required and it is therefore difficult to directly use a human’s description of a goal as basis for the robot’s behavior.

The second question, *how-to-imitate*, captures the problem of reproducing the behavior. Even if a suitable level of imitation is selected and the goal is identified, it is often not trivial to generate a controller that fulfills the goal. This problem is critical when the pupil has a different body structure. In this case, the teacher’s actions...
have to be transformed to corresponding actions for the robot pupil, introducing the *correspondence problem* (Nehaniv & Dautenhahn, 1999).

Who and when to imitate are the questions of selecting another agent that would be valuable to imitate and selecting the right time for imitation, respectively. Humans and animals do not just go around and imitate others all the time, but are able to identify parts of another agent’s behavior that are valuable to copy. Parts of these problems are to identify a beginning and an end of demonstrations. Another related problem is to temporally align demonstrations such that common features can be identified even when the length of demonstrations varies. One common technique for temporal alignment is *dynamic time warping* (Myers & Rabiner, 1981), for example applied to kinesthetic demonstrations of a chess-piece moving task (Calinon et al., 2007).

Behaviors can be demonstrated to a robot in many different ways. Argall et al. (2009) outline four types of demonstrations: A direct recording of motor commands and sensor readings is referred to as an *identity record mapping*. In this case, the robot is controlled via tele-operation or by physically moving the robot’s limbs (kinesthetic teaching). An external observation, e.g., a video recording of the teacher, is called a *non-identity record mapping*. This type of demonstrations poses a difficult sensing problem of detecting how the teacher has moved, but also allows much more flexible demonstration settings. The teacher may have a body identical to that of the pupil (*identity embodiment*) or a body with a different structure (*non-identity embodiment*). The latter case introduces the *correspondence problem* mentioned above. The work presented in this dissertation focuses on LFD via tele-operation. Sensor data and motor commands are recorded while a human teacher demonstrates the desired behavior by tele-operating the robot, producing demonstrations with identity in both record mapping and embodiment. In papers II to V, a miniature Khepera robot (K-Team, 2007) is used. The robot is controlled using a keyboard while motor commands and sensor readings are recorded. In papers VI and VII, a human size Kompai robot (Robosoft, 2011) in a simulated apartment environment is used. This robot is controlled using a joypad while motor commands and sensor readings are recorded in a similar way as with the previous work.

### 2.1 Level of imitation

One part of solving the what-to-imitate question is to identify suitable levels of abstraction at which the behavior is imitated. Stressing the hierarchical structure of behavior, Byrne & Russon (1998) identifies two distinct levels. The first level, corresponding to copying of the action sequence, is called *action-level imitation*. Actions may be executed in relation to stimuli, but with a fixed sequential structure. The second level, called *program-level imitation*, corresponds to imitation where the exact sequence of actions varies, while the overall structure of the behavior is copied. A set of demonstrations of a behavior that should be imitated at the action level is expected to have a fairly linear variability, with common statistical features. In contrast, demonstrations of a behavior at the program level may differ drastically considering sequence of actions, making it much harder to extract common features among sev-
eral demonstrations. In these situations it is often necessary to introduce high level knowledge about the behavior, often leading to specialized systems directed to LFD in limited domains.

A third level, the effect-level imitation, was introduced by Nehaniv & Dautenhahn (2001) in order to better describe imitation between agents with dissimilar body structures. With an effect level imitation, the imitation may look very different, both in terms of executed actions and their structure. An effect-level imitation is regarded successful if the produced effects on the environment, or the agent’s relation to the environment, matches thaws of the demonstration.

Demiris & Hayes (1997) proposed three slightly different levels: 1) basic imitation with strong similarities to the notion of action-level imitation, 2) functional imitation that best corresponds to effect-level imitation and 3) abstract imitation that represents coordination based on the presumed internal state of the agent rather than the observed behavior. Demiris and Hayes give the example of making a sad face when someone is crying. In cases like this, it is clear that quite specific external information is required to draw the connection between the demonstration and the imitation, or between two sequences of actions that the human would argue are demonstrations of the same behavior.

The quality of an imitation at a specific imitation level, or a combination of imitation levels, has been formalized as a metric of imitation. The metric of imitation is defined as a weighted sum over all strategy-dependent metrics on all imitation levels (Billard et al., 2003). A strategy should be understood as an assumption of what is relevant in the demonstrated behavior. For example, a) to move a specific object, b) to move the objects in a specific direction, c) to move the objects in a specific sequence, d) to perform a specific gesture. The approach takes the perspective that the most frequent features of demonstrations are the most important and selects a strategy with optimal agreement among demonstrations. The metric of imitation was originally demonstrated on a manipulation task with a humanoid robot and has later been applied to a number of LFD applications. With focus on the correspondence problem, Alissandrakis et al. (2005) propose an approach to imitation of manipulation tasks. The what-to-imitate problem is approached by maximizing trajectory agreements of manipulated objects, using several different metrics. Some metrics encoded absolute trajectories while other metrics encoded relative object displacement and the relevant aspects of the behavior were in this way extracted as the common features in the demonstration set.

### 2.2 Control

Assuming that a suitable level of imitation has been identified, that the correspondence problem is solved, and that beginnings and ends of demonstrations have been found, we are left with the problem of deriving a controller, also referred to as control policy or forward model, $\pi$ (Equation 1.1). The current state $x_t$ is taken to be the determinant of action, which implies that the state must satisfy the Markov assumption. The Markov assumption states that given the state-action pair $(x_t, u_t)$, $x_t$ is independent of
for all $j < t < i$. In other words, $(x_t, u_t)$ must encapsulate all information available to predict the future state $x_i$ optimally. Argall et al. (2009) divide methods for control policy derivation into three classes:

1. **Mapping functions** use the demonstration to directly approximate a mapping from underlying states to actions.

2. **System models** use the demonstration to derive a model of the world dynamics. The model is often combined with a reward function that specifies the value of being in a certain model state, or taking an action in a certain state.

3. **Plans** use the demonstration to identify a set of pre- and post-conditions for each action. A sequence of actions can then be planned using a model of the state dynamics. The approach is often used together with additional user feedback.

As mentioned in the introduction, the information required by the controller varies with what kind of behavior it is to produce. It is therefore difficult to define a state space $X$ suitable for any behavior. A large $X$, comprising very much information about the world, will introduce sensing problems when the robot is to identify the current state. Conversely, a small state space will limit the range of behaviors that the robot is able to learn. $\pi$ is therefore often redefined as a function from the most recent observation $y_t \in Y$, or the agent’s history of sensor and motor experiences $\eta_t = (e_1, e_2, \ldots, e_t)$, where $e_i = (u_{t-1}, y_t)$:

$$u_t = \pi(y_t) \quad (2.1)$$

$$u_t = \pi(\eta_t) \quad (2.2)$$

Both Equation 2.1 and 2.2 are typical examples of mapping functions. They have the advantage that $X$ is not explicitly represented and less prior assumptions are introduced into the system. Approaches based on system models or plans are however using different kinds of world representations. These approaches have the advantage that complex behavior can be represented more efficiently than possible with mapping functions, but usually require a state representation that is partly predefined. See Paper III and the work by Argall et al. (2009) for longer discussions.

The present work primarily investigates techniques associated with mapping functions. In this category, a number of classification and regression approaches can be found. Billard & Hayes (1999) use a recurrent neural network trained with Hebbian learning to encode control policies for mobile robots. Hovland et al. (1996) use a Hidden Markov Model (HMM) trained from human demonstrations to encode a controller for an assembly task. More recently, Calinon & Billard (2005) apply an HMM to encode gestures of a humanoid robot. Another technique that has recently become popular is to encode controllers with Gaussian Mixture Models (GMM). Calinon et al. (2007) applies a mixture of Gaussian/Bernoulli distributions to a chess-piece moving task for a humanoid robot. GMM was also used by Chernova & Veloso (2007) to encode controllers for a Sony AIBO robot dog and a simulated driving task. One interesting feature of this work is that the system continuously evaluates the uncertainty
of the learned Gaussian mixture set and is able to stop and ask for further directions when the uncertainty is high, reducing the need for repetitive demonstrations of simple parts of the behavior.

de Rengervé et al. (2010) compared a GMM based encoding strategy with a Neural Network (NN) based controller, using a simple robot navigation task. The NN based controller appears to perform better with limited training data, and can give more direct feedback to the teacher. In contrast, the GMM does better in well known domains, when statistical features and variations can be properly estimated. The authors suggest that the two methods could be used complementarily, applying the NN during early learning sessions, with the GMM taking over when more training has been done.

2.3 Recognition

It is difficult to imagine a situation where one knows how to execute a certain behavior, but is unable to recognize someone else doing the same thing. However, for a robot, the ability to recognize behavior does not directly come with the ability to execute that behavior. Even though a controller generated through LFD may work well for executing the demonstrated behavior, it does not automatically provide a way to recognize that behavior.

A number of approaches to segmentation and recognition of behaviors can be found in the literature. Several measures have been proposed, including variance thresholding for certain sensor modalities (Peters II et al., 2003; Koenig & Mataric, 2006) and thresholding the mean velocity of joints (Fod et al., 2002; Nakaoka et al., 2003). Nicolescu (2003) recognizes behavior primitives by matching their pre- and postconditions with current sensory states. Support Vector Machines have been used for recognition of upper body postures (Ardizzone et al., 2000) and hand grasps (Zollner et al., 2002). Bentivegna (2004) uses a nearest-neighbor classifier on state data to identify skills in a marble maze task. Pook & Ballard (1993) present an approach where sliding windows of data are classified using Learning Vector Quantization (Kohonen, 2003) in combination with a nearest-neighbor classifier. Hidden Markov Models (HMM) are frequently used for recognition of gestures. One example is the work by Park et al. (2005) using a camera-based system to track the position of hands an head of a human, and an HMM for recognition of gestures based on hand and head positions. Fujie et al. (2004) use an HMM in a similar way, recognizing head gestures based on the optical flow in the visual scene.

In Paper II, we present and evaluate three additional techniques; $\beta$-comparison, AANN-comparison and S-comparison. $\beta$-comparison compares the outcome of a controller in response to the stimuli with observed actions in the demonstration. AANN-comparison is based on Autoassociative Neural Networks that model each skill such that the reconstruction error can be used for behavior recognition. Finally, S-comparison is based on S-Learning (Rohrer & Hulet, 2006b,a) and uses the sequence length as a measure of behavior similarity.

Even though several of these techniques work well for recognizing many types of skills, none provide a general solution to the problem. When seen as a classification
problem, behavior recognition appears ill posed. Which features of the demonstration that are relevant depends a lot on the particular behavior to be recognized. A demonstration may contain relevant features ranging from simple statistical properties to symbol-level conditions such as relations between objects (Calinon, 2009). Features that frequently appear in many demonstrations are often, but not always, more relevant. Overall, it appears that there is a significant need for task-specific biases also in the recognition process.

The problem of behavior recognition may be better approached by using information provided by the controller. One common way to do this is to implement a set of modules consisting of a controller \( \pi_M \) paired with a forward model \( \phi_M \), (e.g. Billard & Hayes, 1999; Demiris, 1999; Wolpert & Kawato, 1998; Haruno et al., 2001):

\[
\begin{align*}
\text{ut} &= \pi_M (x_t) \\
\hat{y}_{t+1} &= \phi_M (x_t, u_t)
\end{align*}
\]  

(2.3)  

(2.4)

where \( x \in X_M \) is the state of module \( M \), tuned for the particular behavior implemented by \( \pi_M \). The forward model (predictor) computes the expected observation \( \hat{u}_{t+1} \) as a result of the action \( y_t \) taken in state \( x_t \) under the module’s context. Simultaneously, the prediction \( \hat{u}_t \) (made in previous time step \( t - 1 \)) is compared to the actual observation \( u_t \), producing a prediction error \( \Delta_t = |u_t - \hat{u}_t|^2 \). A large \( \Delta_t \) indicates that the forward model is not tuned to the controller, or that observations do not correspond to the behavior implemented by \( \pi_M \).

Successful behavior recognition using this approach requires that there be a module implementing the behavior to be recognized. However, the approach also supports learning of modules. Consider a set of modules initially implementing random forward and inverse models. When presented some data, one module will by chance receive the smallest prediction error and be selected as the responsible module. If the controller of this module is implemented as a mapping from observations to actions, it can be directly trained from a demonstration. Similarly, the predictor can be trained to minimize the prediction error for the presented data. As long as the mapping between observations and actions does not change, the active module will benefit from training and produce decreasing prediction errors, causing it to remain active. However, if large changes in world conditions appear, previous knowledge will no longer be applicable and the active module will perform worse than random modules. As a result, another module takes over responsibility and is tuned to the new conditions.

This mechanism is often put forward as an explanation of the role of the motor system in perception and imitation (e.g. Oztop et al., 2006; Rizzolatti & Craighero, 2004). As Demiris and Hayes put it:

The imitator is not imitating because it is understanding what the demonstrator is showing, but rather, it is understanding it because it is imitating. Imitation is used as a mechanism for bootstrapping further learning and understanding. (Demiris & Hayes, 2002)
Each module can be said to implement an internal simulation of sensor consequences in response to action, and action in response to current state. The module that produces the best prediction of observed events is selected as the best interpretation of observed events. That should be understood as one way to give the robot an inner world, a simulation of the physical world that does not rely on a pre-defined physics simulator but generated from interactions with the world. Such a simulation is inherently grounded in the robot’s sensors and actuators and is consequently not subject to the symbol grounding problem (Harnad, 1990). A minimalistic implementation of this approach can be found in the work by Ziemke et al. (2005). This approach also has tight connections with the work by Barsalou and colleagues (e.g. Barsalou et al., 2003; Barsalou, 2009), describing the human cortex as a system simulating sensor percepts in relation to motor activity.

The use of a predictive measure to match the internal model with the actual world takes further support in that prediction error is proportional to the amount of free energy in the system (Friston & Stephan, 2007). Free energy is a thermodynamic measure describing the amount of work that a thermodynamic system can perform. In information theory, the term is used as a quantity that bounds the evidence of a model. For humans and other animals, the model is encoded by the brain and the data it models is the organism’s interactions with the world. An organism that minimizes free energy will minimize the risk for unexpected exchanges with the environment, and consequently control entropy. This can be understood as an argument that any organism in the physical world must act to prevent surprises that can lead to potentially harmful states. Prediction error, with a specific measure of precision, is useful as a method for behavior recognition, not because forward models are very powerful classifiers, but because the purpose of acting, on a very fundamental level, is to minimize surprise (Friston, 2009).
CHAPTER 3

Hierarchical models for learning

This dissertation is a continuation of the work presented in the Licentiate thesis (Billing, 2009). The Licentiate thesis provides an analysis of several neurocomputational models of the brain (Riesenhuber & Poggio, 1999; Hawkins & Blakeslee, 2002; Haruno et al., 2003; Wolpert, 2003; Demiris & Simmons, 2006; George, 2008), all with some emphases on hierarchical structures and connections to the mirror system (Rizzolatti & Craighero, 2004). In an attempt to identify common features among these models, four criteria for general learning ability are proposed (Billing, 2009):

1. **Hierarchical structures**
   Knowledge gained from learning should be represented in hierarchies.

2. **Functional specificity**
   Knowledge gained from learning should be organized in functionally specialized modules.

3. **Forward and inverse**
   Prediction error reflects how well the state definition satisfies the Markov assumption, and by consequence a forward model can be used to improve knowledge representation when paired with an inverse model.

4. **Bottom-up and top-down**
   Both bottom-up and top-down signals must be propagated through the hierarchical structure. Bottom-up signals represent the state of modules, and top-down signals specify context.

Criteria 2 and 3 have already been discussed in the previous chapter, but criteria 1 and 4 may need some elaboration. In Section 3.1, some arguments for introducing hierarchies with the specific information flow given by Criterion 4 is presented. The argumentation leads up to a specific hierarchical architecture based on PSL, presented in Section 3.2.
3.1 Motivation for hierarchies

Hierarchical structures should be thought of as a useful and very general bias for representing knowledge about the physical world. Hierarchies are found almost everywhere in nature. Humans and animals consist of several body parts, which in turn consist of even smaller units down to cells and atoms. Scaling upwards, any organism lives in some kind of environment which can be viewed on many levels up to a scale where the earth is one component in an even greater ecosystem. The hierarchical structure of vegetables is even more apparent. Trees consist of branches which consist of even smaller branches which have leaves. Leaves have their own hierarchical structure which in fact resembles the tree itself in many ways. This apparent self-similarity of many natural structures has been extensively studied from a theoretical perspective as fractals, with works by Mandelbrot (1983) and Wolfram (2002) as prominent examples.

Hierarchies also exist in the temporal domain. Natural systems tend to have a nested organization with large-scale system variables and small-scale sub-system level variables. Large-scale system variables are often changing slower than the variables of its sub-systems Werner (1999). A common example of this temporal and spatial hierarchy can be drawn from weather. On a large scale, one can observe long term variations, such as seasons or even global warming. Simultaneously, there are local variations in the weather, such as storms and rain, which change much faster (George, 2008, p. 95).

Functional hierarchies appear to be a critical aspect of neural information processing, both spatially (Felleman & Van Essen, 1991; Hilgetag et al., 2000) and temporally (Boemio et al., 2005; Fuster, 2001). Further support comes from behavioral studies, for example the work by Byrne & Russon (1998) reporting hierarchical structure in voluntary behavior of great apes.

In a more technical respect, Criterion 1 can be motivated through an efficient division of labor between different parts of the system. A flat architecture implementing a set of functionally specific modules, as proposed in Section 2.3, relies only on forward models in order to control the switching between modules. Putting these modules into a hierarchy produces a system able to represent complex behaviors while keeping each module relatively simple. Modules at the bottom layer interacts directly with sensors and actuators of the robot at high temporal resolution. Modules higher up in the hierarchy have decreasing resolution, allowing these modules to efficiently express dependencies over longer periods of time. State variables that change slowly compared to a specific module’s resolution are not included in the state description for that module, but are assumed to be provided by modules higher in up the hierarchy. This information is often referred to as the module’s context (Wolpert & Ghahramani, 2000). Since modules higher up in the hierarchy are working at a lower temporal resolution, they can more easily capture slow variables, providing contextual information to lower modules. Conversely, variables that change quickly in comparison to the temporal resolution are handled lower in the hierarchy. This allows each module to be implemented as a semi-reactive controller, where the behavior depends on relatively recent states. Another advantage of this kind of architecture is that updates of a single
behavior or parts of a behavior will only require updates of a few modules and will not propagate changes to other parts of the system.

Wolpert & Ghahramani (2000) take the example of picking up a milk carton. The controller executing the behavior must take the amount of milk in the carton into consideration. It would be possible to consider the amount of milk as part of the module’s state space, but that would pose a difficult sensing problem since the amount of milk is not directly visible. More importantly, since the amount of milk normally is constant during the operation of the module, it is not necessary to include as part of the state description. Instead, the amount of milk in the carton is treated as contextual information and handled by modules higher up in the hierarchy.

As the controller starts executing the lifting behavior, the forward model will produce predictions of expected sensor consequences of executed actions. If the expectation about the amount of milk is wrong, it will show up as large prediction errors when grasping the carton. This information is propagated upwards in the hierarchy, leading to a change in contextual information that better matches the actual amount of milk in the carton.

For this hierarchy of modules to be useful the system must be able to compute the system state at every level in the hierarchy. With the exception of modules at the bottom level (Layer 1), the input to each module is a context match for modules at the layer directly below. A context match should be understood as an estimate of how well present circumstances match the module’s context, normally computed as a function of prediction error. The output of each module at Layer 2 and higher represents prior probabilities for each module in the layer below. This top-down information is often called a responsibility signal (e.g. Haruno et al., 2001) and is used both for control and training. During learning, only active modules are updated to fit present circumstances, while inactive modules remain unchanged. Ideally, this leads to a system where each module is in control only when the world satisfies its context. This interaction between layers in the hierarchy is one way to fulfill Criterion 4.

While the architecture presented here describes functional specificity as a set of distinct modules, it should be pointed out that this notion of module is quite different from how the term is used in many other robotic architectures, for example hybrid and deliberate systems (Murphy, 2000). These architectures often emphasize modularization in the sense that it should be possible to develop and test each module separately. This is not at all emphasized in the architecture presented here. In contrast, each module is to a high degree working in the environment constituted by the other modules and the overall behavior of the system is an emergent property of the interaction between modules, rather than a strict division of labor.

Criterion 3 was formulated to put emphasis on the functional specificity rather than on crisp modularization. An architecture based on crisp modules requires that each demonstrated sequence is interpreted as a specific sequence of selected modules, introducing a conflict between generalization and segmentation (Yamashita & Tani, 2008). This kind of architecture can potentially benefit from a partial overlap between modules. The important property of functional specificity is that errors identified under a certain context should not automatically propagate through the whole system, but only take effect within that particular context. A similar argument applied to re-
inforcement learning is put forward by Winberg & Balkenius (2007). Most work on reinforcement learning treats rewards and penalties as positive and negative changes of a single state value variable, respectively. Winberg and Balkenius demonstrate that learning time is decreased if rewards are generalized to similar states, while penalties are only applied to the current state. The reasoning behind this argument is that any over-generalizations of rewards will eventually be identified, since the agent will act to reach these states. In contrast, states with negative value will be avoided, causing any over-generalizations to remain.

One architecture able to share knowledge between different primitive behaviors is the recurrent neural network RNNPB (Tani et al., 2004). Both input and output layer of the network contain sensor and motor nodes, as well as nodes with recurrent connections. The input layer is given a set of extra nodes, representing parametric bias (PB). The network is trained to minimize prediction error, both by training the network using back-propagation and by changing the PB input vector. The PB vector is however updated slowly, such that it organizes into what could be seen as a context layer for the rest of the network. In addition to giving the network the ability to represent different behaviors that share knowledge, the PB vector can be used for behavior recognition. In a continuation of this work, Yamashita & Tani (2008) demonstrate the emergence of a functional hierarchy in an architecture based on a continuous time recurrent neural network (CTRNN). Context nodes (nodes that are not connected to inputs or outputs) of the network are given different time constants. Through training, slow nodes drive switching between behaviors, while fast nodes express dynamics within each behavior.

While the present work is directed to methods for robot learning, similar arguments can be found in several fields of research. The four criteria presented above embody the assumption that a wide range of cognitive phenomena can be explained through one, or a few, basic mechanisms. As mentioned in the previous section, Friston (2009) uses the notion of free-energy to describe such a fundamental mechanism, applying to any living organism. In a less mathematical formulation, Hawkins & Blakeslee (2002) introduce the notion of a common cortical algorithm as a basic computational description of the brain. Activity Theory (Kaptelinin & Nardi, 2006) describes high level cognitive function, including consciousness, as inherently grounded in action and learning as a progressive internalization of the physical world leading to hierarchical representations. A longer discussion on the brain as a prospective organ is found in the work by Sjölie (2011).

### 3.2 Hierarchical predictive learning

Based on the four criteria outlined in the previous section, this section describes a general purpose architecture for LFD. The architecture presented here is not fully implemented and evaluated, but builds on the results from Papers IV to VII. A central part of this architecture is the PSL algorithm. The algorithm treats control as a prediction problem, such that the next action is selected based on the sequence of recent sensory-motor events. In addition, PSL also produce predictions of expected sensor
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states. While these are not directly useful for control, predictions of sensor states appear to serve well as a method for behavior recognition, as proposed in Section 2.3.

PSL has many interesting properties as a learning algorithm for robots. It is model free, meaning that it introduces very few assumptions into learning and needs little task specific configuration. PSL can be seen as a variable-order Markov model. Starting out from a reactive (first-order) model, PSL estimates transition probabilities between sensory-motor states. For states that do not display the Markov property, the order is increased and PSL models the transition probability based on several passed events. In this way, PSL will progressively gain memory for the parts of the behavior that cannot be modeled in a reactive way. Knowledge is stored as hypotheses \( h \), describing a statistical relation between a sequence of passed events \( \{e_{t-|h|+1}, e_{t-|h|+2}, \ldots, e_t\} \), and a future event \( e_{t+1} \):

\[
h : \{e_{t-|h|+1}, e_{t-|h|+2}, \ldots, e_t\} \xrightarrow{C(h)} e_{t+1}
\]

where \( C(h) \) is the confidence of \( h \) and \( |h| \) denotes the length of \( h \), i.e., the number of left-hand-side conditions. In Paper VII, we present a version of PSL where \( C(h) \) is context dependent. A hypothesis that is fairly weak in the general case can in this way still receive high confidence in a particular context. Given a number of contexts \( C \), defined as fuzzy sets over all \( h \), the belief in each context \( \lambda_t(C) \) at time \( t \) is given by Bayes’ rule:

\[
\lambda_t(C) = \frac{\lambda_{t-1}(C) \exp \left( \frac{|e_t - \hat{e}^C|^2}{2\sigma^2} \right)}{\sum_{i=1}^{N} \left[ \lambda_{t-1}(C_i) \exp \left( \frac{|e_t - \hat{e}^C|_i^2}{2\sigma^2} \right) \right]}
\]

where \( N \) is the number of contexts and \( \hat{e}^C \) is the prediction produced by PSL within context \( C \). The variance \( \sigma^2 \) is used as a scaling constant controlling the size of confidence changes in relation to prediction error size.

\( \lambda_t(C) \) can be used to directly control which context is to be responsible at a certain time (Paper VII). Transitions between contexts may however also be controlled by another instance of PSL, running at a context level (Figure 3.1). In each time step, PSL queries the knowledge base selecting the best hypothesis based on how well each hypothesis matches observed events, and respective confidence \( C(h) \). At the context level, a similar computation is made, selecting a context hypothesis \( h' \) based on the sequence of transitions between contexts. The instance of PSL running at the context level handles data with lower temporal resolution, allowing context hypotheses with relatively few left hand side conditions to stretch over fairly long periods of time.

While PSL at the observation level works directly with the sequence of sensory-motor events, the context layer works with information that can not be predicted at the observation level (Figure 3.2). Sensory-motor events that can be correctly predicted by the observation layer does not contain any new information, and is therefore filtered away. Conversely, prediction error represents new information that could not be explained by the observation layer, and is therefore regarded as more valuable. This
argument relates to the discussion in Section 2.3. A successful prediction at the context level will reduce prediction errors at the observation level, producing a system that acts to reduce predictions at both levels of abstraction.

In Paper VII, we use manually defined contexts trained from demonstrations of different behaviors. However, the teacher’s interpretation of what is one behavior, and what is another, does not necessarily correspond to the robot’s need to categorize experiences. It may consequently be an advantage not to rely on manually defined contexts. Automatic identification of suitable contexts could possibly be formulated as an optimization problem where the total entropy of the model, over all contexts, is to be minimized.

If a context layer can be organized dynamically, it opens the possibility to add a second context layer that interacts with the first context layer in a similar way that the first context layer interacts with the observation layer (Figure 3.2). Potentially, the hierarchy could be extended even further, to create a fully hierarchical system minimizing prediction errors at many levels of abstraction.
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Figure 3.1: Interaction between PSL at observation level and PSL at context level. $h$ is the selected hypothesis at observation level and $h'$ is a hypothesis selected by PSL running at context level. $\hat{e}_{t+1}$ is the predicted event at observation level and $\hat{C}_{t+1}$ represents predicted context responsibility.

Figure 3.2: Three layer architecture with one instance of PSL is running at each level.
CHAPTER 4
Summary of articles

Starting out from a cognitive perspective, Paper I reviews the problem of robot learning and representation of behavioral knowledge in a broad sense. Several robotic paradigms are compared and put in relation with the theory of extended mind (Clark & Chalmers, 1998), distributed cognition (Hutchins, 1995) and situated action (Suchman, 1987). The paper was an early attempt to identify how these cognitive theories apply to robotics. The work recognizes the importance of separating the agent’s perspective from the perspective of the observer and argues that many of the fundamental problems of artificial intelligence can be solved if the robot’s knowledge is represented as a coordination between sensors and actuators, rather than as an explicit world model. At the same time, notions of emergent behavior and self-organization, that are often brought up in response to traditional representations, are criticized since they rarely provide a solution to the kind of problems that explicit representations do.

Paper II presents an evaluation of several techniques for behavior recognition. The use of behavior primitives with behavior recognition is one way to use previous knowledge in order to generalize the demonstration such that the behavior can be executed under varying conditions. While behavior recognition is possible to implement for particular behaviors or classes of behaviors, it appears as a very difficult problem in the general case. One reason for this may lie in a vague definition of behavior and lack of general bias for selecting one interpretation over another. Large parts of this dissertation argues for the use of a predictive measure in order to approach the problem of behavior recognition in a general way.

Paper III presents a formalization of LFD, specifically directed to LFD when using behavior primitives. Central concepts in LFD are defined, including behavior, demonstration, sensors and actuators. A possibility to use behavior primitives as a way to interpret and display a demonstration for a human user is also explored. A visualization of the robot’s interpretation of the behavior could serve both as a way for the human user to evaluate the effect of learning, and as a way to give feedback to the robot.

Papers IV to VII present and evaluate a specific technique for LFD called Predictive Sequence Learning (PSL). In Paper IV, PSL is used as a controller for a miniature Khepera robot (K-Team, 2007). The result from this work indicates that PSL is applicable as a controller for simpler behaviors. PSL is however unable to correctly reproduce more complex behaviors. The reason for this is that knowledge of one part of the behavior may interfere with knowledge of other parts, causing PSL to mix up situ-
ations and select inappropriate actions. This problem, called knowledge interference, could potentially be solved by integrating PSL with a high-level controller that selects which part of the PSL knowledge base that should be active in a certain situation. One such high-level controller, based on semantic networks, is proposed by Fonsooni et al. (2012). Parts of the PSL knowledge base is in this architecture integrated as nodes in the semantic network.

In Paper V, an evaluation of two ways to apply PSL as a method for behavior recognition is presented, including a comparison with previous work from Paper II. The evaluation shows that PSL is able to recognize previously learned behaviors in a demonstration. The recognition is based on the same model as PSL uses for control. If this results holds in the general case, PSL could potentially constitute one component in a dynamic hierarchical system similar to the one presented in Chapter 3.

In Paper VI, a new version of PSL based on Fuzzy Logic is presented and compared to the original algorithm. Fuzzy PSL handles dimensionality better than the original, discrete, version of the algorithm. This allows us to scale up the problem to a Robosoft Kompai robot (Robosoft, 2011) acting in a simulated apartment environment. Paper VII extends this work by integrating on-line behavior recognition with the PSL-based controller. We are able to reproduce the results from both Paper IV and V using Fuzzy PSL and the new evaluation environment. The on-line behavior recognition is used to compute a responsibility signal, controlling which part of the PSL knowledge base that is active at a certain point in time. In this way, the problem of knowledge interference appears more manageable.
CHAPTER 5
Contributions

The primary contribution of this dissertation lies in the design and evaluation of Predictive Sequence Learning (PSL) (Paper IV to VII). The algorithm has a straightforward design that introduces the right kind of biases for general learning ability in robots. Two important attributes are the semi-reactive behavior and a progressive extension of the knowledge base. The semi-reactive behavior could probably be captured just as well by many other algorithms, for example a recurrent neural network. The progressive extending knowledge base is less common and reduces the risk for catastrophic forgetting present in many other approaches, including neural networks. On the negative side, PSL in its current form can not cope with high-dimensional data in a good way. Investigating how this could be solved could be one focus for a continuation of this work. Improved handling of high-dimensional data could possibly be achieved in a similar way that the combinatorial explosion in the temporal dimension is handled through the use of contexts (Paper VII). While we have shown that PSL does work as controller and as a method for behavior recognition in some fairly realistic robotic applications, much more work is needed to evaluate the algorithm. Comparisons with a recurrent neural network such as RNNPB (Tani et al., 2004) or Dynamic Field Theory (Amari, 1977) could be interesting directions for future work.

In Paper III, we present a formalization of LFD. This formalism itself is not revolutionary in any way, to large extent it adapts descriptions that have been standard in the field for a long time. However, the paper describes important problems of LFD, especially with a focus on introduction of bias in learning, in a novel way.

Another contribution of this dissertation is the hierarchical architecture for general purpose LFD presented in Section 3.2 that builds on four criteria for general learning ability originally presented in the Licentiate thesis (Billing, 2009). In many respects, the presented architecture is not new, similar approaches have been around in the literature for more than ten years. However, the present work adds new properties by emphasizing semi-reactive modules and by proposing a concrete system allowing partial knowledge overlap between functionally specific modules. One interesting direction for future work is to evaluate how human notions of behavior correspond to the hierarchical system’s need to categorize information into contexts on different levels. Above all, I hope that the present work approaches the question of general machine learning in a realistic way. Through the work with this dissertation I have been convinced that it is possible to create computer systems able to learn in a similar way that humans and other animals do. I believe that this line of research can support develop-
ment of useful robots and other machines, but also contribute to a better understanding of human cognition.


