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Abstract

In the middle of the 1990’s the microarray technology was introduced. The technology allowed for genome wide analysis of gene expression in one experiment. Since its introduction similar high through-put methods have been developed in other fields of molecular biology. These high through-put methods provide measurements for hundred up to millions of variables in a single experiment and a rigorous data analysis is necessary in order to answer the underlying biological questions.

Further complications arise in data analysis as technological variation is introduced in the data, due to the complexity of the experimental procedures in these experiments. This technological variation needs to be removed in order to draw relevant biological conclusions from the data. The process of removing the technical variation is referred to as normalization or pre-processing. During the last decade a large number of normalization and data analysis methods have been proposed.

In this thesis, data from two types of high through-put methods are used to evaluate the effect pre-processing methods have on further analyzes. In areas where problems in current methods are identified, novel normalization methods are proposed. The evaluations of known and novel methods are performed on simulated data, real data and data from an in-house produced spike-in experiment.
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### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>bp</td>
<td>base pairs</td>
</tr>
<tr>
<td>cDNA</td>
<td>complementary deoxyribonucleic acid</td>
</tr>
<tr>
<td>ChIP</td>
<td>chromatin immunopresipitation</td>
</tr>
<tr>
<td>DE</td>
<td>differentially expressed</td>
</tr>
<tr>
<td>DSE-test</td>
<td>detection of skewed experiments test</td>
</tr>
<tr>
<td>DNA</td>
<td>deoxyribonucleic acid</td>
</tr>
<tr>
<td>DT</td>
<td>decision tree</td>
</tr>
<tr>
<td>FDR</td>
<td>false discovery rate</td>
</tr>
<tr>
<td>FN</td>
<td>false negative</td>
</tr>
<tr>
<td>FP</td>
<td>false positive</td>
</tr>
<tr>
<td>FPR</td>
<td>false positive rate</td>
</tr>
<tr>
<td>HMM</td>
<td>hidden markov model</td>
</tr>
<tr>
<td>IC-curve</td>
<td>intensity-concentration curve</td>
</tr>
<tr>
<td>i.i.d.</td>
<td>independent identically distributed</td>
</tr>
<tr>
<td>mRNA</td>
<td>messenger ribonucleic acid</td>
</tr>
<tr>
<td>NDE</td>
<td>non-differentially expressed</td>
</tr>
<tr>
<td>PMT</td>
<td>photomultiplier tube</td>
</tr>
<tr>
<td>RNA</td>
<td>ribonucleic acid</td>
</tr>
<tr>
<td>ROC-curve</td>
<td>receiver operator characteristics curve</td>
</tr>
<tr>
<td>SNP</td>
<td>single nucleotide polymorphisms</td>
</tr>
<tr>
<td>TF</td>
<td>transcription factor</td>
</tr>
<tr>
<td>TN</td>
<td>true negative</td>
</tr>
<tr>
<td>TP</td>
<td>true positive</td>
</tr>
<tr>
<td>TPR</td>
<td>true positive rate</td>
</tr>
</tbody>
</table>
Introduction to the high through-put methodology

In the last decades a lot of work has been put into mapping the genome of many species in order to understand the biological processes on a molecular level. The introduction of the microarray technology in the mid 1990’s allowed for genome wide analyzes in a single experiment (Schena et al. 1995). Since then, high through-put methods such as microarrays have become quite common tools in the study of many biological processes.

The study of genome wide gene expression is a common application, where one the objectives is to identify and characterize genes involved in different processes. A medical orientated application is to identify genes that change expression during infection of a pathogen. Either to identify potential vaccine candidates or biomarkers that can be used to quickly identify the disease and prescribe proper medication. A research oriented application is to characterize the function of genes in order to construct a model for a biological process.

Gene expression can be studied either by measuring the amount of RNA (ribonucleic acid) or the amount of proteins. For both approaches high through-put methods are available, i.e transcriptomics and proteomics. Similar analyzes are also possible for studies of metabolites (metabolomics) and studies more focused on the interaction between the proteins and DNA (Deoxyribonucleic acid), e.g. protein binding pattern studies (ChIP-chip experiments). Other areas where high through-put methodologies are used are studies to identify mutations (SNPs, Single Nucleotide Polymorphisms) in the genome which may cause diseases or increase the risk of getting a disease. In recent years a methodology called deep sequencing (or next generation sequencing) has also been introduced. This is a high through-put methodology which allows for the determination the DNA- or RNA-sequence (sequencing) and the RNA expression on a genome level bringing the amount of information obtained in each experiment even higher.

Although the high through-put methods described above are highly different from a biological perspective, they are similar on the nature of the data produced. These methods provide analyzes over the entire set of all possible variables in an individual, e.g. genome wide analyzes. Therefore the number of variables studied is typically very large, ranging from hundreds up to millions depending on the processes studied. The data are also heavily affected by variation, due to the complicated experimental procedures. This
variation needs to be removed in order to draw biologically relevant conclusions.

The data analysis is often divided into two steps, pre-processing which aims to remove the technical variation and downstream analysis which is all further analyzes performed to answer the biological question posed. As such, the downstream analyzes are more dependent on the design of the experiment than the technology used. Therefore the downstream analysis mostly consists of classical statistical analysis methods, while pre-processing methods are novel methods developed for these types of experiments.

A common goal is to identify variables that differ between two treatments, e.g. which genes, proteins or metabolites are different in infected and uninfected tissue, patients and healthy individuals or virulent and non-virulent strains of bacteria. Analysis of such experiments often involves hypothesis testing of all variables, often with a small number of observations in each test. Due to the large number of tests and the small sample size, a large amount of the variables are likely to be falsely identified. The list of candidates obtained is often reduced through biological knowledge of the variables relevance to the topic studied. It is also recommended and often required for publication that the final results are verified with other methods, e.g. quantitative polymer chain reaction or other follow-up studies.

Often the underlying biological question is more complex and requires the analysis of several different treatments. To determine functions of genes, identify potential virulence factors or vaccine targets, studies of gene expression over time can be necessary, e.g. how does gene expression in a host or a pathogen change during infection. Other studies aim to identify subgroups of a disease and the genes that differ between the subgroups. In these studies the samples and variables are often analyzed using clustering methods. A more clinical application can be to predict diseases or strains of pathogens based on gene expression using classification methods. Either expressions from all genes or a sample of genes are used for this purpose. Meta analysis is not uncommon on data from high through-put methods. In these analyzes data from several different experiments are combined in order to model biological processes, e.g. determine the function of the genes or to model gene interactions.

In this thesis, data from high through-put methods for studying gene expression and protein binding patterns are used. Pre-processing methods are evaluated with respect to their performance in downstream analysis and novel pre-processing methods are developed.
Introduction to microarray technology

Introduction to gene expression

In the field of molecular biology three concepts are of greater importance, DNA, RNA and proteins. Here, a brief description of the three concepts and the interaction between them is presented as a background to the microarray technology.

With exception of viruses all living organisms are composed of cells. Each cell contains an exact copy of the DNA. The DNA contains all the genetic information of an organism and determines its characteristics, e.g. species, gender and eye color. The RNA acts as an intermediary between the DNA and the proteins, where the composition of proteins determines and regulates the states and functions of the cells.

The process in which DNA is converted into proteins is described in the central dogma of molecular biology. The dogma was first stated by Francis Crick in 1958 (Crick 1958). The DNA is transcribed into messenger RNA (mRNA), which in turn is translated into protein, as illustrated in Figure 1. While all proteins are translated from the DNA, all DNA is not translated into protein. In fact only a small percentage of the DNA is coding for proteins. Still non-coding DNA also has function, e.g. regulation of DNA transcription or RNA translation, but it will not be described in this thesis. Genes can be thought of as the protein coding regions in the DNA and when (m)RNA is transcribed from that region the gene is said to be expressed.

The molecular components of both DNA and RNA are called nucleotides. In DNA there are four types of nucleotides, which bind uniquely together and form four matched pairs (base pairs). Thus, DNA is a double stranded sequence of nucleotides, i.e. two sequences (strands) of nucleotides bound together by hydrogen bonds. The strand transcribed into RNA is often referred to as the coding strand and the other the template strand. The coding strand is said to be complementary to the template strand and consequently also to the RNA, as illustrated in Figure 1. When a gene is expressed, the protein coding region of the coding strand is separated from the template strand and transcribed into RNA (RNA transcript). Thus, RNA is a shorter single stranded sequence of nucleotides. In the translation process, triplets of nucleotides (codons) in the RNA transcript are converted into amino acids. The protein is the sequence of amino acids formed through this process.
Figure 1. The DNA consists of four matched pairs of nucleotides (base pairs). When a gene is expressed, the sequence of the coding strand is separated from the template strand. The coding strand is then transcribed into a single sequence of nucleotides (mRNA), where one of the nucleotides is replaced. In the translation process, amino acids are formed from triplets of nucleotides (codons) in the mRNA. The protein is the amino acid sequence translated from the mRNA.

**Introduction to gene expression microarrays**

While the goals of microarray experiments can be quite diverse, a common use of microarray experiments is to compare the gene expression between different samples. Samples generally refer to biological replicates of cells, e.g. cells extracted from cell lines or different individuals. Henceforth we consider comparisons between treatment samples and reference samples. Treatment samples are samples treated in one or more ways, e.g. infected, cancer cells or different strains of bacteria. The reference samples can be considered to be the 'natural state' of the sample, e.g. uninfected, healthy cells or wild type strain.

The comparison of gene expression between the samples is done by comparing the amount of mRNA transcribed by genes in both samples (on RNA level). Genes transcribing different amount of RNA, i.e. different gene expression, in the samples are called differentially expressed.

**The microarray**

There are many types of microarrays, e.g. Affymetrix, Agilent, spotted cDNA (complementary DNA) arrays and spotted oligo arrays. Although they are constructed in different ways, the general idea behind them is the same. The array is composed of thousands of probes. A probe consists of many copies of single stranded DNA. The single stranded DNA in each probe is complementary to a specific RNA transcript. Depending on the method used to construct the arrays the DNA in the probes will differ in length, Affymetrix has a length of 25 base pairs (bp), oligo arrays around 70 bp and cDNA arrays around 500 bp.
For spotted cDNA arrays the single stranded DNAs are dissolved in a solution and dropped (spotted) on to the physical array by small pins. The physical array is usually a glass slide about 2x5 cm in size, but other types of arrays also exist. It should be noted that for spotted arrays the probes on the array are grouped in several small areas (sub-grids), where each area is spotted with the same pin. Since all RNA-transcripts are not known in all species, some probes represent hypothetical genes, i.e. a DNA region that is likely to code for a protein. These hypothetical genes may or may not be correct. However, in the subject of gene expression microarrays, genes will henceforth refer to probes even though all probes do not necessarily correspond to an actual gene.

**Experimental procedure**

In order to describe the problems faced in microarray data analysis, a short description of the experimental procedure is provided. An overview of the procedure is visualized in Figure 2.

*Extraction, labeling and hybridization*

In the first step of the microarray experiment total RNA is extracted from the samples. Note that total RNA represents the (m)RNA transcribed by all genes currently expressed. The (m)RNA from the samples are labeled with a fluorescent dye and reverse transcribed into single stranded DNA. The labeled extract is deposited on the microarray. In a process, called hybridization, the cDNA from the sample binds to the single stranded DNA of the corresponding gene. After the hybridization the arrays are washed to remove any unbound labeled extract from the array.

*Scanning*

After hybridization and washing the arrays are scanned using a confocal laser microscope, which produces an image of the array. The laser sends a beam of light at focused part (5-10 micrometer) of the array. The wavelength of the light corresponds to the wavelength of the fluorescent dye. When hit by the light the dye molecules emit fluorescent light. The intensity of the light emitted corresponds to the amount of dye molecules and consequently the amount of mRNA present. The array is traversed and the intensities are stored as pixels in a 16-bit image of the array, as illustrated in Figure 3. Note that light from the laser can be reflected from the surface of the array and any unbound DNA will also emit light which will be recorded. This light is generally referred to as background noise.
Scanners often use photo-multiplier tubes (PMT), which multiplies the amount of photons. This increases the intensity and makes it possible to identify even small amount of light.

Figure 2. Experimental overview of a gene expression microarray experiment. The microarray is constructed from single stranded DNA complementary to the RNA transcripts of interests, e.g. all genes. The RNA-transcripts in a sample are extracted, reverse transcribed into single stranded DNA and labeled with a fluorescent dye molecule. Here, the blue and the red lines represent two RNA-transcripts. The labeled extract is poured onto the array and in a process, called hybridization, the DNA in the sample binds to the complementary DNA on the array. The arrays are then washed to remove unbound labeled extract. After hybridization and washing the arrays are scanned. In scanning, light from a laser is focused on the array and the fluorescent light emitted from the array is recorded in an image.

**Image analysis**

In order to acquire data which can be analyzed, the images are processed in an image analysis program. The image analysis consists of two parts, segmentation and data extraction. Usually a grid containing the information about location and identity of the probes are provided by the array manufacturer. For spotted arrays the locations are not always exact and must first be identified. Image segmentation usually refers to a process which identifies sub-areas that differ from its background. For microarrays this refers to the process of identifying the pixels which correspond to a probe, e.g. finding the edge of the probes. There are many segmentation methods
employed in different image analysis programs. For a description and comparison of the methods implemented in commonly used image analysis programs, see Yang et al. (2002).

Figure 3. An image of a scanned microarray and visualization of a gene marked as not found. An example of image analysis is to define the genes as circles of variable sizes. The intensity of the pixels inside the red circle corresponds to the gene. The local background can be estimated as an area outside of the gene. Here, the pixels between the two orange circles are used to estimate the local background.

Once the probes have been identified the grid is aligned. This process is automatic in most image analysis programs. However, manual verification and correction of the grid placement is often needed. The main reason for the necessity of the manual verification is due to probes not emitting any light beyond background level. For these probes, segmentation will not work and they can cause displacements in the grid alignment. These probes are marked as not found by the image analysis program. To identify the pixels of these probes, a circle of size and location specified in the grid is often used. Note that this may be a different approach than for probes identified through segmentation. To help with manual verification and correction a number of probes emitting a lot of light are often spotted on the arrays. The manual
correction can also be complemented with identification of probes where the spotting or hybridization has failed.

After the segmentation and alignment of the grid, the mean and median intensity of the pixels in each area containing a probe are calculated. In addition to the intensities of each probe, an estimate of the background noise is also provided. For spotted arrays this usually consists of calculating the mean and median of an area outside of the probe, as illustrated in Figure 3. The image analysis programs also provide different quality control measures including a flag indicating if the probe was identified (found), not found or marked as bad by either user or program.

**Technical variation**

Variation is one of the primary problems dealt with in the field of statistics and it can be either random or systematic. While random variation occurs in any experimental data, systematic variation is less common. Systematic variation refers to biases or patterns in the measurements caused by identifiable sources, e.g. un-calibrated equipment reporting too low or too high values. For biological experiments the variation can be divided into biological and technical variation. Biological variation represents difference between biological sources, e.g. different individuals will not have exactly the same amount of expression in the genes. Technical variation refers to differences between repeated measurements which are caused by the experimental procedures and not being true differences in the biological material. In a good experimental design the biological variation is only considered to be random.

Data obtained from a microarray experiment are highly affected by technical variation. This is due to the complicated experimental procedures involved and the nature of the methods used. This variation is both random and systematic. The systematic variation will likely distort the biological interpretation of the data if it is not removed.

**Systematic variation of microarray experiments**

In general it is assumed that the observed increase of signal intensity is proportional to the increase of the amount of mRNA, i.e. increase in concentration. However, the systematic variations present in microarray data will both distort the linearity and cause difference in the constant of proportionality between experiments. Microarray experiments can be categorized as one or two channel experiments. In one channel experiments each array corresponds to one sample. In two channel experiments a
reference and a treatment sample labeled with different dyes are hybridized to the same array. The systematic variations of microarray experiments are usually divided in three separate categories, dye and array error, background noise and saturation.

The dye error is considered to originate from the difference in emission strength (quantum yield) of the two fluorescent dyes used in the two channel systems. This will cause one channel to systematically report higher intensities than the other (i.e. larger constant of proportionality). In theory, the expected difference originating from the difference in dye emission should be constant. Although the largest effect in the dye error is due to the difference in the dyes, what is estimated as dye error is often a combination of errors originating from several factors (many of which the effects are incalculable or inseparable).

In one channel experiments, the same dye is used for all samples. The array error is considered to originate from the difference in hybridization effect, washing and amount of material loaded on to the arrays. This error causes a difference in the proportionality between arrays, thus distorting the ratio between treatment and reference. All of these errors are also present in the two channel experiment. However, the effects between arrays are considered to be a minor issue as both the reference and the treatment are hybridized to the same array. The effects are therefore either considered to affect both on an equal amount or incorporated in the dye error.

The second most studied systematic variation is the effect of background noise. Background noise is considered to originate from several sources, such as unwashed (labeled) mRNA, stray light, dust, light reflections from the surface of the array and dark noise (caused by small electric currents passing through the PMT). This causes signals with low intensity to be censored from below, i.e. no genes have lower values than the background level.

The last of the systematic variations is called saturation. It originates from limitations in the resolution of the scanners. The scanners of today are limited to 16-bit images, thus pixels with an intensity higher than $2^{16}-1$ will be truncated, i.e. all signals above this value will be set to the value. When the concentration increases for probes with high concentration more pixels become saturated. This causes the increase in the mean intensity (i.e. gene intensity) to decrease, until all pixels are saturated and no increase is observed. It is recommended to use the median to calculate the gene intensity as it less affected by the decrease, at least until 50% of the pixels are saturated.
Introduction to ChIP-Chip experiments

Mechanisms of gene regulation

As previously mentioned, genes encode proteins and proteins determine the function of a gene. The largest class of proteins is called transcription factors (TFs), which are proteins that bind to the DNA close to a gene, i.e. promoter region. When bound, a TF serves as an activator or repressor of mRNA transcription for the gene, thus regulating gene expression.

Another mechanism of gene regulation is chromatin modification. In eukaryotic cells, i.e. cells with a nucleus, the sequence of DNA molecules is located within the nucleus. In human cells the approximately 2 meters long sequence of DNA-molecules is compacted down to a 10 μm space. In the first level of compaction the DNA is at regular intervals wrapped around an assembly of specific proteins (histones) forming a beads on a string like structure. The DNA is further compacted, although the complete mechanism of compaction is at this date unknown. The complex of DNA, histones and structural proteins that makes the structure of the DNA within the nucleus is called chromatin. One of the chromatin modifications that affect gene regulation are changes to the structure of the histones through post-translational modifications, making the DNA more or less accessible for transcription factors.

Chromatin immunoprecipitation

Chromatin immunoprecipitation (ChIP) is an experimental technique for extracting and characterizing DNA bound by chromatin complexes. Such characterizations can be identification of binding sites of TFs or histone modifications. Here, a brief description of experimental procedure of (cross-linked) ChIP is described.

The protein bound to the DNA in the cell is stabilized (cross-linked), i.e. the bonds between the DNA and the proteins, including those within the chromatin, are strengthened. The DNA is then extracted and sheared usually through sonication. A protein specific antibody coupled to a magnetic bead is used to extract the chromatin bound to the protein. The bond between the DNA and proteins are then destroyed (reverse cross-linked) and the DNA fragments can be analyzed. One such analysis is to identify the binding sites of a protein, e.g. promoter regions, through ChIP-chip experiments.
**ChIP-chip experiments**

In ChIP-chip experiments the chromatin immunoprecipitated DNA (treatment) is compared with either input DNA, i.e. DNA immunoprecipitation without antibody, or DNA immunoprecipitated with a mock antibody (reference). The objective of the ChIP-chip experiment is to identify regions in the data where the protein is bound rather than to identify differential gene expression.

The microarrays used in ChIP-chip experiments are designed in a different manner than the gene expression arrays. For gene expression experiments the probes on the array each correspond to a gene, for ChIP-chip experiments the probes represent small parts of the entire genome. These parts are chosen sequentially along the genome with either a small overlap or with a small distance in between, depending on the size of the array and the size of the genome. Due to this design the number of probes is a lot larger than the gene expression arrays, ranging in millions compared to tens of thousands.

![Figure 4](image-url) An overview of ChIP-chip experiments, the protein of interest (POI) is bound to the DNA in vivo, the DNA is extracted and sheared. An antibody specific to the protein of interest is used to immunoprecipitated the DNA. The Immunoprecipitated DNA is then labeled with a fluorescent dye molecule and hybridized to a microarray, (Courtesy of author Thomas Hentrich, wikipedia)

The experimental procedures of labeling, hybridization and image analysis and consequently the technical variation for ChIP-chip experiment are essentially the same as for gene expression array. However, the protein
bound regions will span several probes on the array and ChIP-Chip experiments will therefore have a dependency structure for probes that are close to each other in the genome. Although this does not affect pre-processing it does complicate the downstream analysis.

**Pre-processing**

Pre-processing aims to remove the technical variation in the data and is a vital step in order to infer biologically relevant conclusions. Pre-processing usually consists of several steps: filtration, background correction, censoring, saturation correction and dye or array normalization. Filtration describes how to process probes flagged in the image analysis and censoring is a complement to background correction.

**Data model**

Two general assumptions are that the observed signal is proportional to the mRNA concentration and that the background noise is additive. Thus, a simple model of the expected value of the observed signal ($Y$) for a gene would be the linear relationship,

$$E(Y) = \alpha + \nu \gamma.$$

where the intercept $\alpha$ describes expected value of the background noise, the proportionality constant $\nu$ describes the expected value of the array error and $\gamma$ the expected mRNA concentration. Incorporating random variation in the model gives,

$$Y = \alpha + \nu \gamma + \varepsilon + \delta.$$

Here, $\varepsilon$ denotes the zero mean technical variation and $\delta$ the zero mean biological variation. Since the primary object is to model the technical variation, $\delta$ is assumed non-existent throughout this thesis. A similar model was introduced by Rocke and Durbin (2001). Their model is,

$$Y = \alpha + e^{\eta} \gamma + \varepsilon,$$

where the background noise is assumed to be constant, the proportionality constant is $\nu = e^{\eta}$, where $\eta \sim N(0, \sigma_\eta)$ and the technical variation is $\varepsilon \sim N(0, \sigma_\varepsilon)$. 
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In general the normalization methods make assumptions about the background noise and array errors. A more general model would assume that the expectations of both background noise and array error are non-constant across all \( n \) arrays and all \( N \) genes. This yields the model,

\[
Y_{ij} = \alpha_{ij} + \nu_{ij} y_i + \varepsilon_{ij},
\]

where the subscripts \( i \) and \( j \) denote genes and arrays respectively.

**Background correction**

In general, the background corrected signals \((X)\) are obtained by subtracting an estimate of the background noise,

\[
X_{ij} = Y_{ij} - \hat{\alpha}(i,j).
\]

Considering non-expressed genes, i.e. genes with \( y_i = 0 \), the observed signal are observations of the background noise \((Y_{ij} = \alpha_{ij} + \varepsilon_{ij})\). Under the assumption that the background noise is constant across genes, a natural estimator is the average of the non-expressed genes, if any of these are known.

In the general model the background noise is assumed to be non-constant across genes and arrays. Under this assumption it would not be possible to estimate the background noise of the individual genes without further measurements. For oligo and cDNA type arrays the image analysis programs provide an estimate of the signal for pixels in a local area outside of each gene. This signal can be used to estimate the background noise in the observed signal of the gene. Although this is generally labeled as local background correction, its performance may depend on the different estimation methods used by the image analysis programs. See Yin *et al.* (2005) for a description of the local background estimation methods in the most commonly used image analysis programs.

For the local background correction we can make the assumption that the background noise present in the observed signal and the estimated local background are independent identically distributed \((i.i.d.)\) random variables. The background corrected signals would then be reduced to,

\[
\hat{X}_{ij} = \nu_{ij} y_i + \varepsilon_{ij} + \varepsilon_b,
\]

where \( \varepsilon_b \) is a symmetrical random variable with mean zero.
Under the i.i.d. assumption, the background corrected signals of non-expressed genes are reduced to $X_{ij} = \varepsilon_b$. Consequently half of the signals are expected to have negative values. It is often considered that approximately 60% of all genes are non-expressed. Hence, assuming a correct background correction, approximately one third of the background corrected signals are expected to be negative. Other than being non-intuitive (negative signals are non-existent) a negative signal in itself is not a problem. The problem of negative values arises when genes are negative in one treatment and positive in the other. The log transformed ratio of observed signals between the two treatments (log-ratio) is often considered. This cannot be calculated for negative values and these genes become problematic to normalize further. A possible solution is to exclude these observations. This may cause the observations to be too few for further analysis of a particular gene. Consequently this gene is excluded from further analysis. It is likely that most of these genes are non–expressed in all treatments. However, it is also possible that some of these genes have changed between being non-expressed and being expressed, due to the treatment. These highly interesting genes will likely be missed if genes with negative values are excluded. An alternative solution, is censoring the data so that all genes have at least a certain value. Censoring genes is a more sensible approach than excluding them. However, the problem of properly choosing a censoring value is to my knowledge not solved.

The major problem with background correction is an increase in the variance of the log-ratios when it is applied, as illustrated in Figure 5. This increase in variance has a negative impact on the performance of certain downstream analyzes (Qin and Kerr 2004) and is most problematic for genes expressed at a low level. Due to this negative impact, whether or not to apply background correction has been a topic for discussion (Scharpf et al. 2007).

The background estimates and background correction methods for Affymetrix type of arrays are quite different from cDNA and oligo arrays. However, the two major problems described above also exist in this type of arrays. Consequently, many of the background correction methods proposed for either type, addresses the problems of the increase in variance and the problem of negative values. For a description and comparison of background correction methods for two channel microarrays, see e.g. Ritchie et al. (2007). For a comparison of background correction and normalization methods for Affymetrix type of arrays, see e.g. Zhu et al. (2010).
Figure 5. Log-ratio vs. the average log-signal of dye normalized data without background correction (A) and with background correction (B). The solid lines represent the true log-ratio of the NDE-genes (black dots) and the dotted lines the true log-ratios of the DE-genes (grey dots). The picture illustrates the increase of the variance for genes with low concentration as background correction is applied.

**Saturation correction**

In microarray terminology saturation is a (right) truncation of the pixels of a gene and the estimated signal is usually calculated as mean or median of several pixels. The most common approach for saturation correction is to set the laser power/PMT settings on the scanner to a level so that an acceptable low number of genes are severely affected by saturation. Although this approach is possibly the best approach for saturation correction, lowering the scanner level will increase the amount of signals at, or below, the background level. Thus, it will cause further problems due to background noise. If we consider the genes calculated as the median of the pixels, then the effect of saturation on gene level is essentially a right truncation too. Thus the signals can be modeled as,

\[ Y_{ij} = \min\left(\alpha_{ij} + \nu_{ij} y_i + \epsilon_{ij}, 2^{16} - 1\right). \]

A few approaches have been proposed which commonly require the arrays to be scanned at several different scanner settings and combined (Dudley et al. 2002; Bengtsson et al. 2004; Lyng et al. 2004).

The Restricted Linear Scaling in Paper I is a slight modification of the method proposed by Dudley *et al.* (2002). Consider an array scanned at two different scanner settings, then the model can be written as,

\[ Y_{ijk} = \min\left(\alpha_{ijk} + \nu_{ijk} y_i + \epsilon_{ijk}, 2^{16} - 1\right), \]

where \( k = 1,2 \) denotes the scan.
As the signal observed is an increasing function of the laser power/PMT setting, then we can denote the scans so that \( v_{ij2} > v_{ij1} \) for all arrays and genes. Let \( I \) denote the interval in where \( Y_{ijk} \approx v_{ijk}Y_i \) for both scans, i.e. where the signals are not heavily affected by either background noise or saturation. Regression is used to estimate \( Y_{ij2} \) as a linear function of \( Y_{ij1} \) within the interval \( I \) and used to predict signals saturated in \( Y_{ij2} \). The saturation corrected signals (for median intensities) are thus obtained through,

\[
\hat{Y}_{ij2} = \begin{cases} 
Y_{ij2} & Y_{ij2} < 2^{16} - 1 \\
\alpha + \beta * Y_{ij1} & Y_{ij2} = 2^{16} - 1.
\end{cases}
\]

Here, \( \alpha \) and \( \beta \) are the regression coefficients estimated in the interval \( I \). Note that genes saturated in the lower scan are not possible to correct in the higher scan. To correct these, the signals in the lower scan can first be corrected with a third (even lower) scan. The procedure can thus be extended until the lowest scan does not include any saturated genes.

**Array and dye normalization**

In this section we consider a model of the expected values of background corrected signals without saturation, i.e.

\[
E(X_{ij}) = v_{ij}Y_i,
\]

and focus on the models and normalization methods of the array error \( v \). For simplicity we will consider only a model with two samples, where the one channel model is equivalent to the two channel model.

\[
E(X_{it}) = v_{it}Y_{it} = 2^{c_{it}}2^{\mu_{it}} = 2^{c_{it}+\mu_{it}}
\]

\[
E(X_{ir}) = v_{ir}Y_{ir} = 2^{c_{ir}}2^{\mu_{ir}} = 2^{c_{ir}+\mu_{ir}},
\]

where \( C \) denotes the log-transformed dye (or array) error with base 2 and \( \mu \) the log-transformed concentration with base 2.
Considering the model it should be noted that that given the observed values, the value of \( C \) or \( \mu \) cannot be quantified. However, in microarrays the relative expression between two samples is studied. Therefore, the log transformation with base 2 of the ratio between the treatment and the reference samples is used. Henceforth we will refer to this as the \( M \)-value (or log-ratio),

\[
M_i = \log_2 \left( \frac{X_{it}}{X_{ir}} \right) = \log_2(X_{it}) - \log_2(X_{ir}) = \\
C_{it} - C_{ir} + \mu_{it} - \mu_{ir} + \varepsilon_{mi} = \Delta_i + \theta_i + \varepsilon_{mi}.
\]

Here, \( \Delta \) denotes the difference in logarithm of dye errors and \( \theta \) the difference in logarithm of mRNA concentrations between the samples (true log-ratios) and \( \varepsilon \) the zero mean random error. If we can obtain an unbiased estimator of the dye errors, the normalized M-values can be obtained,

\[
E(M'_i) = E(M_i - \hat{\Delta}_i) = \theta_i.
\]

Normalizing the M-values corresponds to normalizing the signals so that the dye errors are equal for all samples (but not removed). If we consider non-differentially expressed genes (NDE-genes), where the concentration is equal for both samples, then \( E(M_i) = \Delta_i \). Assume that the dye error is constant across the array (\( \Delta_i \equiv \Delta \)), then an unbiased estimator is the average M-value across the NDE-genes. Obviously, which genes are NDE-genes is not known, however it is believed that under most conditions only a small fraction of the genes are differentially expressed. Thus an average M-value of all genes is an estimator of the dye error with a small bias.

\[
E(\Delta_{\text{global}}) = E(\bar{M}) = \Delta + \frac{\sum_{i=1}^{N} \theta_i}{N} = \Delta + \frac{\sum_{DE} \theta_i}{N}
\]

Note that if the true log-ratios of the differentially expressed genes (DE-genes) are symmetrically distributed around zero, the estimator is unbiased. Under this assumption the average M-value should also be centered at zero and the above normalization method assures this. Consequently, the average of the log-signals of both samples will be equal. This normalization method is referred to as the global dye normalization. The one channel extension is called global scaling and sets the average of the log-transformed signals from all arrays to the same value.

In the general model previously described, it is not possible to estimate the dye errors for completely individual values. Therefore, some assumptions about the dye error are needed. Several normalization methods with
different assumptions of the dye errors have been proposed. The two most commonly used normalization methods are the MA-loess (Dudoit et al. 2002) and the quantile normalization (Bolstad et al. 2003).

The MA-loess assumes that the dye error is dependent on the intensity so that genes with similar expression have similar values. It uses the A-value as an estimate of the average intensity,

\[ A_i = \log_2 \left( \frac{\sqrt{X_{it} X_{ir}}}{2} \right) = \frac{\log_2(X_{it}) + \log_2(X_{ir})}{2}, \]

and models the dye error as a function of the A-values. In the MA-loess normalization method the dye error is estimated by modeling the M-values as a function of the A-values through local regression, i.e. loess (Cleveland 1979),

\[ \hat{\Delta}^{MA}(A_i) = f(M, A, h) = B(A_i)A_i. \]

Here, \( B(A_i) \) are the regression coefficients estimated by weighted least squares in a neighborhood of \( A_i \) and \( h \) is a smoothing parameter for determining the size of the neighborhood.

The transformation from log-signals to M and A is equivalent to a 45 degree rotation of the axes. Thus, MA-loess corresponds to local orthogonal regression of the log-signals. Given the estimated dye error, normalized log-signals can be obtained through back-transformation, by

\[
\log_2(X'_{it}) = \frac{2A_i + M_i}{2} = \frac{2A_i + (M_i - \hat{\Delta}^{MA}(A_i))}{2} = \log_2(X_{it}) - \frac{\hat{\Delta}^{MA}(A_i)}{2}
\]

\[
\log_2(X'_{ir}) = \frac{2A_i - M_i}{2} = \frac{2A_i - (M_i - \hat{\Delta}^{MA}(A_i))}{2} = \log_2(X_{ir}) + \frac{\hat{\Delta}^{MA}(A_i)}{2}.
\]

Consider the following primary assumptions:

1. Only a small fraction of the genes are differentially expressed.
2. The true log-ratios are symmetrically distributed around zero.

Given the similarities of the MA-loess and the global method, it can be argued that if the assumptions (1) and (2) are locally true, i.e. true in all local neighborhoods, then the MA-loess method will provide an unbiased estimator of the dye error.
Yang et al. (2002) extended the MA-loess to account for spatial errors by estimating the dye errors within sub-grids, i.e. probes spotted (printed) by the same tip, of the array (print-tip MA-loess).

Further extensions to account for spatial effects have been proposed by Wilson et al. (2003). A lot of methods with essentially the same idea, by using other methods such as splines, have also been proposed. A one channel version of the MA-loess was suggested by Bolstad et al. (2003), which iteratively normalizes pairs of arrays until the array errors are sufficiently small.

In Paper II we proposed a model where the dye error is dependent on the intensity of each individual channel, rather than the average. We introduced the MC-normalization, which is based on the model proposed. In the MC-normalization the normalized signals are obtained through,

$$\log_2(X'_{it}) = \log_2(X_{it}) - \alpha \Delta^{MC} (\log_2(X_{it}))$$
$$\log_2(X'_{ir}) = \log_2(X_{ir}) + (1 - \alpha) \Delta^{MC} (\log_2(X_{ir}))$$

where $\alpha$ is a parameter that is used to normalize the data towards the channel with the smallest error.

In the quantile normalization, the distributions of the observed signals for the genes on each array are considered. If we let the function $g(y_j)$, denote the deterministic distribution of the mRNA concentrations of all genes on an array $j$, the distribution should be equal for all samples with the same treatment. Under assumption (1) the distribution should be approximately equal for all samples, i.e.

$$g(y_j) \approx g(y_i), \forall i, j.$$

Under the additional assumption that the array errors change the distribution of the mRNA levels in the same way for each sample, then the distribution of the expected values should be approximately equal and consequently also the distribution function of the observed signals. The objective of the quantile distribution is to normalize the data so that the distributions of each array are equal. For this purpose, the empirical cumulative distribution function is estimated for each sample and an average distribution function is estimated, i.e.

$$u_{ij} = F_{nj}(X_{ij}), \quad F_{nm}^{-1}(u_i^m) = \frac{\sum_{j=1}^{n} F_{nj}^{-1}(X_{ij})}{n}.$$
The normalized signals are then calculated from the inverse of the new distribution function,

\[ X_{ij}^{\text{quantile}} = F_{nm}^{-1}(u_{ij}). \]

A two channel version of the quantile normalization can easily be constructed by performing the normalization for each paired sample, however it has been argued that the methodology is too aggressive for two channel experiments (Ballman et al. 2004).

**Invariant methods**

The two primary assumptions (1) and (2) in the previous section are not sufficient conditions to guarantee success of either the MA-loess or the quantile normalization. However, if both assumptions are invalid both methods will fail in normalizing the data, i.e. the dye/array errors will not be set to an equal level in the samples.

Assumptions (1) and (2) are often true in many gene expression studies. However, in several areas the assumptions are likely not valid, e.g. ChIP-chip experiments, gene expression studies of apoptosis (cell death) or SNP studies of copy number variations. In ChIP-chip experiments it can often be expected that a larger proportion of probes are different between the treatment and reference samples compared to most gene expression studied. Furthermore, in many ChIP-chip studies, all true differences can be expected to have higher amount of DNA in the treatment sample (only enriched regions). Thus, both assumptions may be invalid for ChIP-chip experiments.

A few methods have been developed to normalize data when the two assumptions are not valid. One approach is to use an *invariant method*, which identifies a subset of the data where the assumptions are valid. This subset is then used to estimate the normalization function. The normalized data are then obtained by applying the normalization function to all data. Several methods to identifying the subset have been proposed. They are often based on outlier detection, either through model assumption or through analysis of the differences in the within array ranks (Oshlack et al. 2007; Ni et al. 2008; Pelz et al. 2008; Knott et al. 2009). In Paper V, we introduced an invariant method based on Hidden Markov Models (HMM), which uses the dependency structure inherent in ChIP-chip experiments to identify an invariant subset.
Introduction to Hidden Markov Models with discrete time

Hidden Markov Models were introduced by Baum and Petrie (1966) and have several pattern recognition applications, e.g. speech recognition, handwriting recognition and gene finding.

A Hidden Markov Model is a process whose observable outcome is determined by an underlying, unobservable Markov process. Here only finite state Markov processes, i.e. Markov chains, with discrete time are considered. A Markov chain is a discrete random process $Z(t)$ which satisfies the Markov property, i.e. the preceding state of the process depends on the present state and is independent of the past (and the future),

$$P(Z(i + 1) = z_{i+1}|Z(i) = z_i, Z(i - 1) = z_{i-1}, ..., Z(1) = z_1) = P(Z(i + 1) = z_{i+1}|Z(i) = z_i) \ \forall i.$$  

Hidden Markov Models has an underlying Markov chain with $s$ states. The observable outcome $Y_t$ is a random variable whose distribution is a function of the states. In Markov model terminology the transition matrix ($T$) describes the probabilities of changing between states given the present state of the Markov model,

$$T = \begin{bmatrix} p_{11} & \cdots & p_{1s} \\ \vdots & \ddots & \vdots \\ p_{s1} & \cdots & p_{ss} \end{bmatrix},$$

where $p_{ij} = P(Z(t + 1) = j|Z(t) = i)$. The emission probabilities are the collection of distributions for the outcome of the process,

$$\{f_1(y), f_2(y), ..., f_s(y)\}.$$ 

Most often the states of the Markov chain represent parameters for a common distribution of the outcomes, $f_i(y) = f(y|\theta_i)$. The initial state probabilities ($\pi_0$) describe the probabilities for which state the Markov chain is in at the first time point. Hidden Markov models are often represented by diagrams as illustrated in Figure 6.

Baum et al. (1970) introduced a maximum likelihood method which is referred to as a special case of the EM-algorithm (Dempster et al. 1977) to estimate the parameters of a Hidden Markov Model given the observed data. To predict the states of the Hidden Markov Model, given the (estimated) parameters the Viterbi algorithm (Viterbi 1967) can be used.
Figure 6. Diagram of a Hidden Markov Model with two states and the emission probabilities are normal distributions with the same variance and means corresponding to each state.

**Downstream analysis**

**Note on terminology**

Machine learning is a term in computer science on the subject artificial intelligence. It describes the science of learning a computer to make decisions based on pattern recognition in empirical data. Machine learning can be unsupervised or supervised, where the unsupervised learning corresponds to clustering in statistics terminology and supervised learning to classification. Although the computer science terminology is used in Paper IV, the statistics terminology will be used in this section.

**Identification of DE-genes**

In this section we consider gene expression microarray experiment with two treatments (treatment and reference), where we have log-transformed signals \( Y \) from an experiment with \( N \) genes and \( 2n \) samples,

\[
Y_{ijt} = \log_2(X_{ijt}) = C_i + \mu_{it} + \varepsilon_{ijt}, \quad i = 1 \ldots N, j = 1 \ldots n,
\]

\[
Y_{ijr} = \log_2(X_{ijr}) = C_i + \mu_{ir} + \varepsilon_{ijt}, \quad i = 1 \ldots N, j = 1 \ldots n.
\]

Here, \( C \) denotes the normalized array error, \( \mu \) the true log concentration and \( \varepsilon \) the random noise. Subindex \( t \) and \( r \) denote treatment and reference samples.
The aim of the experiment is to identify the DE-genes, i.e. we want to find which of the \( N \) genes that have different (true) concentrations in the two treatments, \( \{i: \mu_{it} \neq \mu_{ir}\} \). For a particular gene, a statistical test such as the T-test can be performed to test the hypothesis \( \mu_{it} \neq \mu_{ir} \) against null hypothesis \( \mu_{it} = \mu_{ir} \). Based on the test we can either reject or not reject the null hypothesis at a specified significance level. If the null hypothesis is rejected the gene is called differentially expressed.

If the true concentrations are known the genes can be categorized based on the truth and the result of the tests, as tabulated in Table 1. A gene can either be a true positive (a gene correctly called DE), a false positive (a gene incorrectly called DE), a true negative (a gene correctly called NDE) or a false negative (a gene incorrectly called NDE).

<table>
<thead>
<tr>
<th>Call</th>
<th>Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Non-differentially expressed</td>
</tr>
<tr>
<td>Non-differentially expressed</td>
<td>True negative</td>
</tr>
<tr>
<td>Differentially expressed</td>
<td>False positive</td>
</tr>
</tbody>
</table>

The significance level controls the risk that the gene is classified as false positive. When we are testing a large number of genes, we can expect that, a percentage equal to the significance level will be false positives (mass significance). This problem has been known in statistics for a long time and several propositions have been made to correct for mass significance. One classical way is to correct the significance level so that the probability of one false positive is controlled (Family Wise Error Rate). However, due to the low amount of observations in a typical microarray experiment these are too conservative and it is unlikely that any DE-genes are identified (proportion of true positives is close to zero). Other methods to control the False Discovery Rate have been proposed. The False Discovery Rate (FDR) is defined as the expected proportion of false positives among the genes called differentially expressed, i.e.

\[
FDR = E \left( \frac{FP}{FP+TP} \right),
\]

where FP and TP are the number of false positives and true positives respectively.
In the microarray setting, the genes are often sorted according to the value of a test statistic (or p-value), in order of how likely the gene is differentially expressed. A cut off ($\tau$) is then decided and a set of genes ($\Omega$) with test-statistic values (or p-values) more extreme are identified. The genes in this set are the genes declared differentially expressed. Here, a larger statistic is considered more extreme,

$$T_{[1]} > T_{[2]} > \cdots > T_{[k]} > T_{[l+1]} > \cdots > T_{[N]}$$

$$\tau = T_{[k]}, \quad \Omega = \{i: T_i > \tau\}.$$ 

The cut off is often decided so that an estimate of FDR is acceptably low. A few methods have proposed to estimate the FDR. These methods can be based on on resampling techniques (Tusher et al. 2001) or adjustments to the p-values (Benjamini and Hochberg 1995). Adjusting p-values is equivalent to adjusting the significance level.

It has previously been shown that the classical T-test is not a well performing test for microarray experiments (Qin and Kerr 2004). One reason for this, is that the sample sizes in microarray experiments are typically very low ($n=2-8$). Due to the low sample size, the power, i.e. the probability of a true positive, of any classical tests is likely low. In order to improve the results of microarray experiments, new tests or adaptations of classical tests have been proposed. The idea behind some of these tests, is is adjust for the low amount of information in one gene, by borrowing information from other genes. In one such approach, the variation of the test statistics is reduced for individual genes, by adjusting the estimated variance. Tusher et al. (2001) added a small value to all variances to avoid extreme values of the T-statistic, thus reducing its variation. Baldi and Long (2001) suggested to model the variances as a function of the intensities by using loess. The individual variances are then estimated as a weighted average of the loess function and the sample variances,

$$\hat{\sigma}_i^2 = \frac{(n - 1)s_i^2 + K\sigma_g^2}{n + K - 2} \quad i = 1, \ldots, N$$

where $\sigma_g^2$ is the global variance estimated as a function of the mean intensity, $s_i^2$ the sample variance and $K$ a tunable parameter to define the influence of the global variance.

While both of these methods are based on the T-statistic other statistics have also been proposed. Lönnstedt et al. (2002) suggested the B-statistic, which is a log-odds ratio from the Bayesian approach. The a priori distributions of
the mean and variance are assumed to be normal and inverse gamma distribution respectively. The B statistic is defined as,

$$B_i = \log \frac{p}{1-p} \frac{1}{\sqrt{1 + nc}} \left[ a + \frac{(n-1)}{n} s_i^2 + M_i^2 \right]^{v + \frac{n}{2}}$$

where $M_i$ is the mean log-ratio, $s_i^2$ is the sample variance for gene $i$, $a$ and $v$ are hyperparameters of the inverse gamma prior, $c$ is a hyperparameter for the normal prior with non-zero means and $p$ is the proportion of genes with non-zero means.

**Identification of enriched regions**

Hypothesis testing assumes that all variables are independent. Although this assumption may not be completely true in gene expression studies, it is definitely invalid in certain high through-put methods. In ChIP-chip experiments probes from closely related parts of the genome are dependent. Furthermore, the number of probes in ChIP-chip experiments ranges in the millions, while the number of arrays is often smaller than in gene expression studies. This would make the proportion of false positive using traditional analyzes a severe problem. However, the aim of data analyzes for ChIP-chip experiment is not to identify individual probes but rather regions where all probes are affected. Therefore, downstream analysis takes a different approach from that of gene expression studies.

A simple analysis consists of smoothing the intensities along the genome (e.g. local median of intensities from several probes) and regions above a cut off are considered affected (enriched). More elaborate analyzes, uses the dependency structure through Hidden Markov Models in order to identify the altered regions (Li et al. 2005; Munch et al. 2006; Qin et al. 2010).

**Clustering**

In Paper III, the effect pre-processing has on clustering of microarray data is studied in a large scale evaluation of clustering methods and pre-processing methods. Here, a short introduction to clustering its use in microarrays data analysis is provided.

Clustering is a statistical method for grouping variables based on their similarity in the observed data. In analysis of microarray data, clustering is often performed in order to identify subgroups in the samples and the genes
that separate these groups. Therefore, clustering is performed on genes and samples individually and then simultaneously visualized in a heat map, as illustrated in Figure 7. Throughout this section we consider clustering of samples on normalized log transformed signals \((Y)\) from \(n\) samples from data with \(N\) genes.

Figure 7. Heat map for the 50 genes with the highest values of test-statistic in a sample of the Lucidea data (Paper I). Genes (rows) and samples (columns) are clustered individually using the average linkage method of hierarchical clustering with a Euclidean distance matrix. The colors represent the values of the genes in each sample. It goes from low values (red) to high values (yellow). The sample names denote reference (R) or treatment (T) and an array number. The gene names denote non-differentially expressed (NDE) and differentially expressed (DE) genes and a gene number. The sample contains 5% DE-genes, all with higher concentration in the reference sample.

One of the classical clustering methods is (agglomerative) hierarchical clustering. It starts with every variable as a group. The two groups with the smallest distances between them are joined together into a new group. The joining procedure is continued until only one group remains.
In this method the \((N\text{-dimensional})\) pairwise distances are a measure of (dis)similarity between variables and several ways to define the distances exists, e.g. Euclidian distances,
\[
d(Y_j, Y_k) = \sqrt{\sum_{i=1}^{N}(Y_{ij} - Y_{ik})^2},
\]
or distances based on correlation,
\[
d(Y_j, Y_k) = 1 - cor(Y_j, Y_k).
\]
Essentially the hierarchical clustering builds a tree, where each node is a cluster. Given a specific number of clusters the tree is cut at the level where the number of nodes is equal to the number of cluster.

Other classical clustering methods, e.g. K-means, start with a given number of clusters and the \((N\text{-dimensional})\) centers of the clusters. Which cluster each variable belongs to are then chosen so that the distances between the variables and the center of the clusters are minimized.

**Classification**

In Paper IV, the effect pre-processing has on classification of microarray data was studied in a large scale evaluation of combinations of classification and pre-processing methods. Here, a short introduction to classification and its use in microarrays data analysis is provided.

Classification is in some ways similar to clustering. In clustering, the aim is to identify groups in the data, while in classification the true groups \((classes)\) of the data are known and the aim is to build a model \((classifier)\) from the data that can separate future data in to the classes \((classify)\). In the microarray settings, classification is often performed in order to identify variables which can be used to predict different subtypes of cancer, strains of bacteria or diseases.

The data are often divided into a training set and a test set, where the training set is used to estimate the classifier and the test set is used to evaluate the classifier. This procedure is used to avoid over-fitting, i.e. when the classifier is too well adapted to the observed data but not a good model for general data. To get a better estimate of the classifiers performance, cross validation can be performed. In cross validation, the data are iteratively divided into new test and training sets of fixed sizes and the average performance of the classifier is estimated.
Consider the training set to be data in the form of \( \{x_i, y_i\}, i = 1, 2, \ldots, n \) where \( y_i \) is the true class for the \( i \):th sample and \( x_i \) is a vector of \( N \) variables. As a simplified and general description for classification, it can be seen as two functions,

\[
\hat{y}_i = \theta_{H \rightarrow Y}(f_{X \rightarrow H}(x_i, \alpha), \beta),
\]

where the function \( f_{X \rightarrow H}(x_i, \alpha) \) maps the variables into a new space \( (H) \) that best separates the samples and the decision function \( \theta_{H \rightarrow Y}(h_i, \beta) \) maps the new space into the classes \( (Y) \). Given the training set, the unknown set of parameters \( \alpha \) and \( \beta \) are estimated, so that the separation into the true classes are optimized. This is often done by minimizing the error (or a function of the error), \( \epsilon = g(y_i, \hat{y}_i) \), where \( g \) is a cost function. Several classification methods have been proposed, which essentially differ in the functions used. When the number of classes is two, the decision function is often a hard limiter function, e.g.

\[
\theta_{H \rightarrow Y}(h_i, \beta) = \begin{cases} 
\text{class 1} & h_i > \beta \\
\text{class 2} & h_i < \beta
\end{cases}
\]

A classical statistical classification method is linear discriminant analysis (LDA). The idea in LDA is to transform all variables to a single variable through a linear combination, (i.e. project the data from \( N \)-dimensions down to one). The coefficients in the linear combination are chosen to give the best separation of the true classes in the new variable.

One of the approaches, not following the general model described, is decision trees (DT). In DT a tree is built, where each node in the tree splits the data into groups based on the values of most separating variable in the group. The most separating value can be identified using different measures, e.g. information gain and Gini index (Raileanu and Stoffel 2004). An example of a decision tree with three variables follows,

\[
\hat{y}_i = \begin{cases} 
\text{class 1} & x_{i[1]} > \alpha_1 \\
\text{class 2} & x_{i[1]} < \alpha_1 \text{ and } x_{i[2]} < \alpha_2 \text{ and } x_{i[3]} < \alpha_3 \\
\text{class 1} & x_{i[1]} < \alpha_1 \text{ and } x_{i[2]} < \alpha_2 \text{ and } x_{i[3]} > \alpha_3 \\
\text{class 1} & x_{i[1]} < \alpha_1 \text{ and } x_{i[2]} > \alpha_2 \text{ and } x_{i[3]} < \alpha_3 \\
\text{class 2} & x_{i[1]} < \alpha_1 \text{ and } x_{i[2]} > \alpha_2 \text{ and } x_{i[3]} > \alpha_3
\end{cases}
\]

where \( x_{i[j]} \) denotes the variables ordered after a separation measure. The example DT is also illustrated in Figure 8.
gene selection

As most genes are not differentially expressed and contain no information for clustering and classification, a step to reduce the data is often performed. For some of the classification methods the variables are mapped to a space of higher dimensionality than the variable space. Therefore, it may even be necessary to reduce the data in order for the analysis to be computationally acceptable. For classification problems, the gene selection is often the same as the analysis to identify differentially expressed genes. For clustering the true classes are unknown and one approach is to identify the genes with the highest variation across all samples. Another approach is to use data reduction techniques such as principal component analysis.
Evaluation of pre-processing methods

Novel pre-processing methods are commonly evaluated on simulated or real data sets. Although simulated data sets are good complements in evaluation, simulating realistic data is not a trivial task. Data from a real experiment has the advantage that, it is what the method is supposed to be applied to. The major disadvantage with real data is that the truth is not known. Therefore, a large problem with real data is the construction of reliable and relevant estimators for evaluation of analysis methods. One approach of evaluation using real data is performed by evaluating the variance, i.e. MSE of the experiments. The variance is admittedly tied to the ability to identify differentially expressed genes, however due to the small fraction of DE-genes only a small number of NDE-genes will influence the results. These NDE-genes can be considered to be outliers and will not have a great effect on the estimate of variance. Other evaluations using real data have used classification error rates in order to evaluate the performance of pre-processing methods (Wu et al. 2005).

Another possibility for evaluating analysis methods is plasmodes, i.e. real data sets whose structure is known (Mehta et al. 2004). Spike-in experiments are microarray experiment where the probes are artificially constructed, so that the true concentrations are known. These have the advantage of going through all the experimental steps, while the truth is known. The disadvantage of spike-in experiments is that they do neither reflect biological variation nor the biological properties of a sample (e.g. distribution of expression). Many spike-in experiments only have a few spike-in genes, while all other genes are real genes. A drawback of this is that the spike-in genes do not necessarily share the same properties in hybridization as real genes.

In evaluating microarray data we argue that two properties are of importance, the ability to identify differentially expressed genes and the ability to provide accurate estimates of the true amplitude of differential expression (fold change). By using simulated data or data from spike-in experiments these properties can be estimated and used in evaluation of pre-processing methods.
Considering the categorization described in Table 1, the proportion of DE-genes correctly called differentially expressed is a measurement of the ability to identify differentially expressed genes. This measurement is often referred to as true positive rate (TPR) or sensitivity,

\[ \text{sensitivity} = TPR = \frac{TP}{N_{DE}} = \frac{TP}{N \cdot p_{DE}}. \]

Here, \( p_{DE} \) denotes the proportion of DE-genes. The sensitivity can be seen as a function of the cut off used in the statistical analysis. One approach of determining the cut off is to estimate and control the false discovery rate. However, the false discovery rate is a function of the expected sensitivity. Therefore, we use the false positive rate to determine the cut off. The false positive rate is the proportion of NDE-genes incorrectly called differentially expressed, i.e.

\[ FPR = \frac{FP}{N_{NDE}} = \frac{FP}{N \cdot p_{NDE}}. \]

Here, \( p_{NDE} \) denotes the proportion of NDE-genes. The FPR is directly tied to the specificity,

\[ \text{specificity} = 1 - FPR = \frac{FN}{N_{NDE}} = \frac{FN}{N \cdot p_{NDE}}. \]

The sensitivity is often visualized as a function of the FPR in a Receiver Operator Characteristics-curve (ROC-curves), as illustrated in Figure 9.

Considering the false discovery rate, this can be written as a function of the expected TPR and the FPR,

\[ FDR = E \left( \frac{FP}{FP+TP} \right) = E \left( \frac{FPR \cdot p_{NDE}}{FPR \cdot p_{NDE} + TPR \cdot p_{DE}} \right). \]

Assuming that the expected sensitivity, i.e. power of the tests, of the experiment is 80% and 10% is an acceptable level of the FDR. Then the expected FPR for experiments with 1% and 5% differentially expressed gene is approximately 0.5 and 0.1 percent respectively. Therefore we argue that the sensitivity should be evaluated at a false positive rate much less than 5%. Note that, with 1% DE-genes and a total of 40 000 genes, the NDE-genes which are decisive for the sensitivity, is the 36 NDE-genes with the most extreme values of the test-statistics (or p-values).
Arguable the ability to identify differentially expressed genes is the most important property of a microarray experiment. For further downstream analysis such as clustering, classification and meta analyzes the accuracy of the estimated fold change may be of importance.

Consider a model where the the array error is a function of the concentration. After normalization the array error is equal in both samples,

\[
Y_{ijt} = \log_2(X_{ijt}) = C_i(\mu_{it}) + \mu_{it} + \varepsilon_{ijt}, \quad i = 1 \ldots N, j = 1 \ldots n
\]

\[
Y_{ijr} = \log_2(X_{ijr}) = C_i(\mu_{ir}) + \mu_{ir} + \varepsilon_{ijt}, \quad i = 1 \ldots N, j = 1 \ldots n.
\]

The log-ratio then becomes,

\[
M_{ij} = C_i(\mu_{it}) - C_i(\mu_{ir}) + \mu_{it} - \mu_{ir} + \varepsilon_{ijr}, \quad i = 1 \ldots N, j = 1 \ldots n.
\]

\[
E(M_{ij}) = \text{bias}_i + \theta_i
\]
For NDE-genes the expected value of the difference between the array errors is zero. For DE-genes difference depends on the remaining array error. Thus the estimated fold change of DE-genes will be biased.

If the true log-ratio is known we can calculate the the bias. The bias is thus a measure the (in)ability to provide accurate estimates of the fold change. In order to estimate the average bias over several genes with different true log-ratio, the reflected bias was constructed,

$$reflected\ bias = \frac{\sum_{i=1}^{N_{DE}} \text{sign}(\hat{\theta}_i)(\hat{M}_i - \theta_i)}{N_{DE}}.$$  

The reflected bias is based on the assumption that the log-ratios are distributed around zero and constructed so that negative and positive bias always mean underestimation and overestimation of the true log-ratio, respectively.

**How pre-processing affects downstream analysis**

Since the introduction of the microarray technology a score of methods have been developed for pre-processing and downstream analysis. A large part of the work presented in this thesis is evaluation of pre-processing methods with respect to downstream analysis. Here a brief summary of some of the findings is presented as a concluding section.

It has been known that microarrays generally underestimate the true log-ratios of the differentially expressed genes. In evaluating the effects of the pre-processing, an often recurring trend is a tradeoff between the bias and the sensitivity. The clearest and most noted tradeoff is in the effect of background correction. Applying background corrections yield a significant decrease in the bias, but also a decrease in the sensitivity. One of the results in Paper I shows that censoring, as a complement to background correction, can reduce this tradeoff. However, how to properly choose the censoring value is unknown. In Paper II we introduced a novel dye normalization method which is designed to minimize the bias, under certain model assumptions. The evaluation of the method shows that the bias in microarray experiments can be reduced without a loss of sensitivity.

One interesting result of Paper I is that the bias is dependent on the underlying mRNA concentration and the size of the true log-ratio. This suggested one of our working hypotheses, that bias may have a deteriorating
effect on further downstream analysis such as clustering and classification. The results in Paper III and Paper IV show a rather complex picture. Although normalization generally has a positive effect, there are no general differences between normalization methods. Whether a normalization method have a large bias (i.e. no background correction) or a small bias (background correction) has no general influence. In these studies several methods performed better on data without background correction, others on background corrected data and some equally well on both. Although this suggests that some methods are more sensitive to bias, the best normalization for a particular analysis may not be the one with the smaller bias.

One of the problems in microarrays is the amount of variation or differences between experiments, as seen in Paper III and IV. The variation between data sets has a large impact on the performance of downstream analysis. Consequently, the best normalization methods are dependent on the data and its intended use. This is likely a reason why no standardized procedure for pre-processing and data analysis has been accepted.

The effects of saturation correction are not always clear, often very few of the differentially expressed genes are saturated and little information can be gained by the correction. However, in Paper I, we note that the constrained model, which combines information from several scans, is one of the best performing methods with respect to sensitivity.

In microarray analysis dye or array normalization is considered a necessary step. Although this was not always clear with respect to clustering and classification, it is definitely true for identification of altered variable, e.g. differentially expressed genes. The performances of the different dye or array normalization methods such as quantile, MA-loess and MC-loess are often quite similar with respect to the sensitivity. However, in Paper II we note that methods accounting for spatial errors had significantly higher sensitivity than global methods and in Paper V it was clear that the quantile normalization was a better performing method on one channel experiments than the one channel version of MA-loess.

In Paper V, we also show that when assumptions (1) and (2) are not valid the methods will fail to normalize the data. Invariant methods are less sensitive but can have a negative effect when the assumptions are valid.
Summary of papers

Paper I

In this paper we evaluate known pre-processing methods and different combinations of background correction, filtration, censoring and dye normalization for two channel experiments. The evaluations are performed using an in-house produced spike-in experiment (Lucidea experiment). The pre-processing methods are evaluated by measuring two properties, the ability to identify differentially expressed genes (sensitivity at fixed specificity) and the ability to provide accurate estimates of the true log-ratios (bias).

We show that there is often a tradeoff between bias and sensitivity. Furthermore, we show that the bias depends on the underlying mRNA concentration, and DE-genes with low concentrations have larger bias. We introduced a novel filtration method, called partial filtration, which along with the constrained model (Bengtsson et al. 2004) is one of the best performing methods with respect to sensitivity.

We show, in accordance to previous published results, that analyzes using background correction have considerable lower bias and sensitivity. Furthermore, we show that censoring with an optimal value results in high sensitivity and relatively low bias, although choosing the optimal value is far from trivial.

Paper II

We introduce a novel dye-normalization method, called MC-normalization. The method is evaluated along with the MA-loess normalization. The methods are evaluated using the Lucidea experiment and a publicly available spike-in data. The spike-in data is from Agilent type of arrays and is a part of the MAQC project (Consortium et al. 2006). The evaluation is based on the sensitivity and the bias.

We propose a model, where the dye error is dependent on the intensity of each individual channel. The IC-curve is introduced as a visualization of the dye errors from each channel for spike-in experiments. A general method for identifying the channels with the lowest bias is also proposed. The MC-normalization is a method designed to normalize the data towards the channel with the lowest error.
We give theoretical proof, that under the model proposed, the MA-normalization introduce a bias among the DE-genes and the MC-normalization has lower bias. The evaluation corroborates the theoretical proof and shows that the methods have similar sensitivities. The evaluation also shows that methods applied to sub-grids, i.e. print-tip normalizations, have considerably higher sensitivity than those applied to the entire arrays, i.e. global methods.

**Paper III**

In this paper, publicly available two-channel data sets, where the true classes are known, is used to evaluate the individual performances of normalization, gene selection and cluster analysis methods and to discover possible synergistic effects in combinations thereof. In total 2780 analyzes are performed, each analysis consists of a unique combination of normalization method, missing values imputation, standardization, gene selection and cluster analysis method.

We show that the choice of analysis has a significant impact on the performance. However, there is a large variation in performance between the data sets and no general recommendation can be made. Among the methods, gene selection followed by cluster analysis method, have the largest impact on the performance. In general, normalization has a positive effect on the performance, but we are unable to determine any relative difference between normalizations methods.

**Paper IV**

Here, we provide a large scale evaluation of combinations of classification, gene selection and normalization methods in order to identify individually well performing methods and synergies between method choices. The data sets used in the evaluation are the same data sets used in paper III.

The evaluation show that support vector machines with radial, linear and polynomial basis perform consistently well across all data set and is the best performing classification method, which has also been shown in previous studies of classification methods. Synergistic effects are identified between the best performing methods, gene selection based on the T-test and a relatively high number of genes selected. Similarly to Paper III there is a large variation in performance between the data set and the general trend is that normalization has a positive effect on classification, although no general trend between the normalization methods can be seen.
We also show that the performance of the best individual clustering methods can be severely reduced by unfortunate choices of the other methods, including normalization.

**Paper V**

In pre-processing of microarray experiments two assumptions are often made, (1) only a small fraction of the genes are differentially expressed and (2) the true log-ratios of the DE-genes are symmetrically distributed around zero. In studies of gene expression related to apoptosis, protein binding studies and a number of other studies, these assumptions are likely not valid. The performances of standard and invariant normalization methods are evaluated using subsets of the Lucidea experiment. The subsets are constructed so that the two assumptions are violated to different degrees. We show that violation of the two assumptions have a deteriorating effect on the performance of the normalization methods. We also show that invariant methods based on ranks have a better performance on such data, but a worse performance when assumptions are valid.

ChIP-chip experiments where the two assumptions are known to be incorrect and have a dependency structure between probes are considered. We introduce a novel invariant normalization based on HMMs.

Although it can be known from the type of experiment or experimental design whether the experiment is skew (i.e. where the second assumption is invalid), it is not always the case. Therefore we introduce the DSE-test (Detection of Skewed Experiments) for identifying experiments where the assumptions are likely to be invalid.

Both the DSE-test and the novel normalization were evaluated on simulated and data from three ChIP-Chip experiments. We show that the DSE-test is able to identify skew experiments and have high power. The evaluation also show, that the HMM-normalization have a higher sensitivity at similar specificity than the invariant method based on ranks and the normalization based on all data.
Acknowledgements

First I would like to thank my supervisor Patrik Rydén for his support, guidance and masterful skill of finding interesting projects. This has been a much appreciated experience for me and I thank you for giving me the opportunity.

I would like to thank my co-supervisor and co-author Anders Sjöstedt who was instrumental in giving me this opportunity. I would also like to thank my former and current supervisors and co-supervisors, Lennart Bondesson, Sara de Luna and Leif Nilsson. Thank you for all the support you have given me.

During the work on my thesis I had the pleasure of working with a lot of very talented people. My first co-workers and the co-authors of the first paper, who introduced me to the field and the biology behind the experiments, Henrik Andersson, Blanka Andersson and Laila Noppa. I immensely enjoyed working with you. Thank you for everything.

Eva Freyhult, Jenny Önskog and Torgeir Hvidsten. Thank you for all the support and the time we spent together during our work on the third and fourth paper. I hope you do well in all your future endeavors.

I would like to thank Philge Philip for all the interesting discussions during our work together on the fifth paper. And thanks to the second co-author, Per Stenberg, a positive and excellent scientist, who can make his work sound so interesting that you begin to question your own choice of career. Thank you for your invaluable efforts to further my knowledge of the underlying biological processes.

Jessica Fahlén, teacher, student, co-worker and co-author. You are incredibly talented and the time we spent working on the second paper and the book chapter was one of the best times during my PhD-studies. Thank you.

I would also like to thank two persons that have been there to support me when I needed it the most.

Linda Junfors, you are one of the strongest and kindest persons I know. A simple thank you is not enough to truly express my gratitude for everything you have done. Thank you for being a shoulder I could lean on when I needed it. And thank you for all the support and help you gave me during the time we worked together.

Marie Honn, you are one of the kindest and most wonderful persons I know. Thank you for being a pillar of support when I needed it, it has meant more to me than I could say. Thank you for making my world a better place.
I would also like to take the opportunity to thank some of the people who made the time I spent on this thesis a much more pleasant time.

Helena Lindgren, I have always looked up to you, thank you for all the support, discussions and for being a most excellent scientist. I will miss working with you.

Marie Lindgren, thank you for being there to answer all my questions, for all the discussions and for making life more interesting.

Malin Vonkavaara, thank you your support, it has been fun working with you, I will miss it.

I would also like to thank Lina Schelin, for her support in all the teaching related parts of my studies.

Looking back over the years I realized just how many people that have contributed to making a hospitable workplace and I would like to thank:

The current the members of Patrik’s group, Rafael Björk and Therese Gabrielsson-Kellgren.

All my ‘biological friends’ at the department of clinical bacteriology both present and past.

Past and present co-workers at the department of mathematics and mathematical statistics.

Past and present members of the computational life science cluster.

All the people I have had the pleasure of working with in the various projects not included in the thesis.

Last but not least I would like to thank my friends and family both distant and close. I would especially like to thank:

My mother Katrin Landfors for her continuous support, for taking an interest in my work and for helping me with everything.

My brother Mikael Häggblad and my sister Maria Larsson for their support, understanding and for always being there when I need it. My sister’s husband Bert-Olov Larsson, who has always been there to help me with all the little things outside of work.

Slutligen vill jag även tacka mina underbara systersöner Hampus Larsson och Pontus Larsson.
References


