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Abstract

Type 1 diabetes mellitus (T1D) is a chronic disease characterized by T cell mediated destruction of the insulin producing β cells in the islets of Langerhans. The classical symptoms include high glucose levels in urine and blood, polyuria and polydipsia. It is the leading cause of blindness, amputations, end-stage renal disease and contributes to premature death. The disease has a strong genetic influence which is heritable and shows a high concordance rate of 50% between monozygotic twins; however environmental factors have also been shown to be involved in diabetes.

The non-obese diabetic (NOD) mouse which was first described by Makino et al in 1980 is the most widely used model organism for T1D. NOD mice develop T1D spontaneously with incidence rates of up to 80% in females and 30% in males. These mice also show the classical symptoms of high glucose levels in urine and blood, polyuria and polydipsia. These symptoms are preceded by insulitis - the infiltration and destruction of the insulin producing β cells in the islets of Langerhans by mononuclear cells. T1D disease in the NOD mouse shares a number of similarities to human T1D, like dependence on genetic and environmental factors. More than 20 disease associated gene regions or loci [termed insulin dependent diabetes (Idd) loci] have been associated with T1D development in NOD and for some of these loci, the human chromosomal counterpart has been linked to the development of T1D in human.

T1D, both in humans and mice, is recognized as a T cell mediated disease however many studies have shown the importance of B cells in the pathogenesis of the disease. Appearance of autoantibodies in the serum of patients is the first sign of pathogenesis. However, molecular and cellular events precede this beta-cell immunity. It has been shown that patients who developed T1D had an altered metabolome prior to the appearance of autoantibodies. Although much is known about the pathogenesis of T1D, less is known about the environment/immune factors triggering the disease.
In the present thesis, both the metabolic and immune deviations observed in the NOD mouse were characterized. The serum metabolome analysis of the NOD mouse revealed striking resemblance to the findings reported in the human study. In the NOD mouse, the TCA cycle was significantly different from the non-diabetic control C\textsuperscript{57BL/6} mice with glutamic acid being one of the most distinguishing metabolite. In addition, other metabolites linked to glutamic acid metabolism were also affected. Furthermore, a detailed bioinformatics analysis revealed various genes/enzymes to be present in the \textit{Idd} regions. When compared to the non-diabetic control C\textsuperscript{57BL/6} mice, many of genes correlated to the metabolic pathways showed single nucleotide polymorphism (SNP) which can eventually affect the functionality of the protein.

Continuing to analyze the metabolic perturbation in the NOD mouse, genetic analysis of the increased glutamic acid phenotype was done, which revealed several \textit{Idd} regions to be involved. The regions mapped in the genetic analysis harbored important enzymes and transporters related to glutamic acid. These enzymes and transporters play an important role in maintaining glutamic acid levels in the serum and prevent glutamic acid induced toxicity. Interestingly, enzymes catabolizing glutamic acid were found to be decreased in the NOD mouse. \textit{In vitro} islet culture with glutamic acid led to increased beta cell death indicating the toxic role of glutamic acid specifically towards insulin producing beta cells.

B cells from NOD mice are known to express high levels of TACI, a TNF super family receptor. TACI is known to regulate both B cell homeostasis as well as activation. \textit{In vitro} stimulation of B cells by TACI ligand APRIL resulted in enhanced plasma cell differentiation accompanied with increased class switching and IgG production. In addition, TACI\textsuperscript{+} cells were observed in NOD germinal centres leading to increased BAFF uptake and production of low affinity antibodies.

It has been shown that NOD mice react vigorously to T-dependent antigens upon immunization. An enhanced and prolonged immune response to hen egg
lysozyme immunizations was elicited in NOD mice. Serum IgG levels were significantly increased in the NOD mice and were predominantly of the IgG1 isotype. Immunofluorescence analysis revealed increased germinal centers in the NOD mice. Adoptive transfer experiments of purified B and T cells from NOD into NOD.Rag2⁻/⁻ (NOD.Rag) mice revealed the importance of B cell intrinsic defects in the reproduction of the original phenotype as seen in NOD.

Collectively, the aim of this thesis was to get an insight into the metabolomic and immune deviations observed in the NOD mice.
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# Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AID</td>
<td>Activation induced cytidine deaminase</td>
</tr>
<tr>
<td>Alt</td>
<td>Alanine transaminase</td>
</tr>
<tr>
<td>APC</td>
<td>Antigen presenting cell</td>
</tr>
<tr>
<td>APRIL</td>
<td>A proliferation inducing ligand</td>
</tr>
<tr>
<td>Ast</td>
<td>Aspartate transaminase</td>
</tr>
<tr>
<td>B cell</td>
<td>B lymphocyte</td>
</tr>
<tr>
<td>BAFF</td>
<td>B cell activating factor</td>
</tr>
<tr>
<td>BCMA</td>
<td>B cell maturation antigen</td>
</tr>
<tr>
<td>BCR</td>
<td>B cell receptor</td>
</tr>
<tr>
<td>BM</td>
<td>Bone marrow</td>
</tr>
<tr>
<td>CTLA-4</td>
<td>Cytotoxic T lymphocyte-associated protein 4</td>
</tr>
<tr>
<td>DC</td>
<td>Dendritic cell</td>
</tr>
<tr>
<td>ELISA</td>
<td>Enzyme linked immunosorbent assay</td>
</tr>
<tr>
<td>FDC</td>
<td>Follicular dendritic cell</td>
</tr>
<tr>
<td>FO</td>
<td>Follicular</td>
</tr>
<tr>
<td>GAD</td>
<td>Glutamic acid decarboxylase</td>
</tr>
<tr>
<td>GC</td>
<td>Germinal center</td>
</tr>
<tr>
<td>HEV</td>
<td>High endothelial venules</td>
</tr>
<tr>
<td>HLA</td>
<td>Human leukocyte antigen</td>
</tr>
<tr>
<td>HSPG</td>
<td>Heparan sulfate proteoglycan</td>
</tr>
<tr>
<td>IA-2</td>
<td>Insulinoma-associated antigen-2</td>
</tr>
<tr>
<td>IAA</td>
<td>Insulin autoantibody</td>
</tr>
<tr>
<td>IC</td>
<td>Immune complex</td>
</tr>
<tr>
<td>Idd</td>
<td>Insulin dependent diabetes</td>
</tr>
<tr>
<td>Ig</td>
<td>Immunoglobulin</td>
</tr>
<tr>
<td>IL</td>
<td>Interleukin</td>
</tr>
<tr>
<td>MHC</td>
<td>Major histocompatibility complex</td>
</tr>
<tr>
<td>MZ</td>
<td>Marginal zone</td>
</tr>
<tr>
<td>MS</td>
<td>Mass spectrometry</td>
</tr>
<tr>
<td>NMR</td>
<td>Nuclear magnetic resonance</td>
</tr>
<tr>
<td>NOD</td>
<td>Non-obese diabetic</td>
</tr>
<tr>
<td>PTPN22</td>
<td>Protein tyrosine phosphatase non-receptor type 22</td>
</tr>
<tr>
<td>QTL</td>
<td>Quantitative trait locus</td>
</tr>
<tr>
<td>RAG</td>
<td>Recombination-activating genes</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>SCS</td>
<td>Subcapsular sinus</td>
</tr>
<tr>
<td>T cell</td>
<td>T lymphocyte</td>
</tr>
<tr>
<td>T1D</td>
<td>Type 1 diabetes</td>
</tr>
<tr>
<td>T1</td>
<td>Transitional 1</td>
</tr>
<tr>
<td>T2</td>
<td>Transitional 2</td>
</tr>
<tr>
<td>T3</td>
<td>Transitional 3</td>
</tr>
<tr>
<td>TACI</td>
<td>Transmembrane activator calcium modulator and cyclophilin ligand interactor</td>
</tr>
<tr>
<td>TCR</td>
<td>T cell receptor</td>
</tr>
<tr>
<td>TFH</td>
<td>T follicular helper</td>
</tr>
<tr>
<td>TNF</td>
<td>Tumor necrosis factor</td>
</tr>
<tr>
<td>VNTR</td>
<td>Variable number of tandem repeat</td>
</tr>
<tr>
<td>ZnT8</td>
<td>Zink transporter 8</td>
</tr>
</tbody>
</table>
Introduction

Immunity

Humans and many other multicellular organisms have over time developed various mechanisms to protect themselves against a variety of infections. Early Greeks noted that persons surviving a bout of plague did not contract the disease again (1). It was not until the works of Elie Metchnikoff (1883) and Emil von Behring (1890) that both cellular and serum contents were identified as contributing to the immune state of an animal.

The immune system, comprising of both cells and molecules, is a multifaceted system that has evolved to identify and kill pathogens and diseased cells. In this process, the immune system can distinguish between pathogens, tumor cells and healthy cells. The immune system can thus be divided into two fundamental parts:

- Innate immune system
- Adaptive immune system

The innate immune system represents the first line of defense against a pathogen. It comprises of physical barriers, molecules and specific immune cells. The cells of the innate immune system have evolved to recognize specific pathogen patterns leading to their activation and clearance of the pathogen. The secreted molecules include a variety of host defense peptides and enzymes.

The adaptive immune system, on the other hand, represents the more specific arm of the immune system. If the innate immune system fails to completely clear the pathogen, the adaptive arm of the immune system gets activated. The main hallmark of this system is the ability to adapt and respond in a specific manner. The ability of various cells to rearrange their receptors results in the capability to recognize essentially all molecules irrespective of their nature. The other important aspect of the adaptive immune response is
the creation of immunological memory. This leads to an enhanced and rapid response during a secondary exposure to the same antigen.

Cells of the adaptive immune system can be broadly grouped as B lymphocytes and T lymphocytes. Both of these cell types are equipped with specific cell receptors which help them to recognize and bind protein peptides but also other foreign molecules. B cells are equipped with the B cell receptor (BCR). The BCR is a membrane bound immunoglobulin which can signal downstream post recognition of the antigen. The T cells on the other hand possess the T cell receptor (TCR). Although B cells can directly bind and recognize an antigen independently, T cells require the presence of the antigen presented on major histocompatibility complex (MHC) for efficient activation (2). Signals from both the BCR and TCR lead to signals that induce proliferation and differentiation of cells leading to creation of immunological memory and clearance of the antigen.

**B cells: Development and Subsets**

B cells are one of the most important cells of the adaptive arm of the immune system. In adult mouse they arise in the bone marrow (BM) from the hematopoietic precursor cells. Embryonic B cell pool is seeded by hematopoietic stem cells from the fetal liver (3). Although all B cells, with the exception of B1-b cells, originate from the bone marrow as immature cells, they further develop into specialized B cell subsets in the spleen.

B cells like the T cells arise from a common lymphoid progenitor (CLP) in the bone marrow. Commitment to B cells is however mediated with the expression of lineage specific molecules such as B220, an isoform of CD45 (4). These B220+ nucleated BM cells, called the pre-pro B cells, account for about 1% of total nucleated cells in the BM (5). The development to pro-B cells is achieved by the activation of recombination activation genes 1 and 2 (Rag-1 and Rag-2) and development of the pre-BCR through V(D)J recombination (6). The expression of the pre-BCR serves as an important checkpoint in the
life of a pre-B cell as the V(D)J recombination often results in truncated or non-functional μ heavy chains (µHCs) (7). Once the heavy chain is correctly expressed, the Rag-1 and Rag-2 proteins commence the light chain rearrangement at Ig kappa or Ig lambda locus to yield the complete BCR (8). This stage of the B cell development demarcates the immature BM B cells stage.

The newly formed immature B cells exit the BM as transitional B cells and migrate to the spleen for further differentiation. Based on the expression of surface molecules, transitional (T) B cells are divided into different stages as summarized in Figure 1.

The transitional B cells serve as the precursors to the mature naïve B cells (9). Loder et al have neatly shown the series in which the different transitional B cells differentiate (10). T1 cells differentiate to T2 which, based on various signals received, can develop into further subsets, either a follicular (FO) or marginal zone (MZ) B cell (11).

Figure 1. Schematic diagram of B cells development in the spleen (Srivastava et al 2009).
The mature B cell subsets are differentiated based on the surface marker expression and function. Based on these attributes, B cells are broadly classified as to be composed of three distinct populations:

- B-1 B cells
- Marginal Zone B cells (MZ B cells)
- Follicular B cells (FO B cells)

B-1B cells form the majority of the B cells found in the peritoneal and pleural cavities. These constitute about 5% of the peripheral B cell pool and have an IgM$^{hi}$ IgD$^{low}$ CD23$^{-}$ B220$^{low}$ phenotype. These are the first cells to be formed in the developing fetal liver and are believed to have a restricted BCR repertoire (12). Unlike other peripheral B cell subsets, B-1 B cells are self-renewing (13). These cells act as innate effector cells and produce mainly IgM and IgA in response to T cell independent antigens (14).

The Marginal zone B cells form roughly 5% of the peripheral splenic B cell population and have an IgM$^{hi}$ IgD$^{low}$ CD23$^{low}$ B220$^{+}$ CD21$^{hi}$ CD1d$^{hi}$ CD9$^{+}$ phenotype (15). These cells develop from the MZ precursor cells which have dual potential of developing into either MZ or FO B cells (11). Notch2 signaling, signaling through BCR, BAFF-R have been shown to affect the development of T2 B cells into MZ B cells. While a lower BCR strength favors MZ B cells development (15), Notch2 signalling has also been shown to be essential for MZ B cell development (16). Marginal zone B cells do not recirculate and reside in the marginal sinus of the spleen (17). MZ B cells, unlike other B cells having a monoreactive BCR, express a polyreactive BCR which can recognize multiple microbial molecular patterns (18, 19). Alongwith B-1 B cells, MZ B cells contribute significantly in responses to blood borne pathogens by mounting a strong IgM antibody response (17). MZ B cells, however, also have the capacity of producing high amounts of IgG2 and IgG3 antibodies (20). By expressing high levels of CD1d, MZ B cells are capable of presenting lipid antigens to invariant natural killer T cells (iNKT cells) (21). Not only do MZ B cells act as quick responders to pathogens, they also have
the capacity to transport antigen by shuttling from the marginal sinus to B cell follicles for an effective antibody response to antigen (22).

Follicular B cells are the conventional B cells which constitute the major part of the B cell population. These cells are long lived and recirculate continuously through lymph and blood (23). FO B cells develop from the T2 B cell pool in the spleen and have a B220+ CD19+ CD21mid CD23+ IgMlo IgDhi CD1dlow CD9- phenotype (15). A strong BCR signaling has been found to favor FO B cell development (15). FO B cells are present in major lymphoid organs and places where they can encounter antigen including spleen, lymph nodes and payer’s patches. They often reside near the T cell rich areas which results in efficient interaction between the two cell types. Due to this specific location, FO B cells are able to mount a robust antibody response to T cell-dependent antigens (24).

**TACI, BAFF-R, BCMA and their ligands**

During B cell development, the cells rely heavily on external signals for further differentiation. In addition to the signal from BCR, soluble factors play a major role in B cell survival, maturation and tolerance. B cell activating factor (BAFF) from the TNF family has long been identified as an important cytokine governing B cell survival (25, 26). Multimeric forms of BAFF and another TNF-like ligand: A proliferation-inducing ligand (APRIL, TNFSF13), mainly produced by the innate immune cells, are found as membrane bound or soluble proteins. Apart from BAFF receptor (BAFF-R), the primary receptor, BAFF binds to two other receptors: transmembrane activator and calcium-modulator and cyclophilin ligand interactor (TACI, TNFRSF13B) and B cell maturation antigen (BCMA, TNFRSF17). Both TACI and BCMA also recognize APRIL (26, 27) (Figure 2).

BAFF-R is the main receptor for BAFF that promotes B cell survival as the mature B cell compartment is severely affected in BAFF-R knockout mice
(28). Signaling through BAFF-R induces primarily the non-canonical NFκB pathways but also the canonical pathway although with a slower kinetics (29, 30). The activation of either pathways leads to NFκB mediated B cell survival (31, 32). BAFF-R signaling also leads to the decrease in the levels of pro-apoptotic protein Bim (33). During the development of mature B cells, transitional B cells compete for the available BAFF. Availability of BAFF thus serves as an important selection mechanism for B cell clones as in presence of excessive BAFF, low-avidity self-reactive clonotypes survive (34). BAFF, primarily through BAFF-R, overcomes anti-IgM activation induced death signals in primary B cells (33) and can possibly play a role in the survival of self-reactive clones which thus become resistant to death signals.

**Figure 2.** Schematic diagram of TACI, BAFF-R and BCMA alongwith their ligands.

TACI is another member of the TNF receptor family which is expressed on B cells. There is a subset variation in the expression of TACI with MZ and T2 B cells expressing the highest levels (35). TACI is primarily activated by oligomeric forms of BAFF and APRIL (36). TACI mainly activates the canonical NFκB pathway but can also trigger the non-canonical pathway through the activation of p100 (37). The activation of NFκB pathway leads to
similar effects on B cells as BAFF i.e., survival (37). Besides its ability to promote survival, TACI has been shown to have dual effects on mouse B cell development. TACI-/− mice display a major alteration in B cell compartment with lympho-proliferation, autoimmunity with increased numbers of hyper-reactive B cells, massive infiltration of lymphocytes in liver and kidney, suggesting a negative role of TACI in downregulating B cell activation and expansion (33-35). TACI, on the other hand, has been to shown to play an important role in mounting of both T cell-dependent and independent immune responses (38, 39). TACI also plays a positive role in B cell development, as it drives plasma cell differentiation, increases Ig production and induces isotype switch in response to the TACI-ligand APRIL (40, 41).

BCMA is another receptor which binds APRIL but has been shown to bind BAFF (42, 43). The expression of BCMA is however weak in most cell types. BCMA is upregulated in mouse plasma cells and plays an important role in the maintenance of long lived plasmablasts in the bone marrow (44, 45).

**Immune response**

The moment a pathogen or an external antigen is recognized, the immune system is activated leading to a series of processes, which finally clear out the pathogen. In this course of action, both the innate and the adaptive arms of the immune system are involved. The initial events that occur consist of complement activation, innate cell activation, antibody mediated clearance and secretion of soluble factors such as defensins.

Both B cells and T cells are required for an effective adaptive response to an antigen. As T cells only recognize processed antigen presented by an antigen presenting cell (APC), naïve T cells migrate through secondary lymphoid structures in search of cognate antigens presented by APCs. The movement of the T cells in the lymphoid tissues is governed by the T cell chemoattractant CXCL12 (46). These structures are specifically rich in APCs and increase the chance for a T cell to be activated. In addition to the signals through the TCR, T cells require additional signals including signals through the costimulatory
molecule CD28 as signaling solely through the TCR results in anergy (47). The costimulatory molecule CD28 cooperates with the CD80/CD86 molecules on the APC leading to a robust activation of the T cell (48).

B cells on the other hand recognize antigen through the BCR. This recognition of the antigen by a B cell induces the humoral immune response. Depending on the antigenic property, antigens for which the B cells require T cells are known a T-dependent antigens and antigens for which no T cell help is required are known as T-independent antigens.

**Antigen capture and B cell activation**

As mentioned above, induction of the humoral immune response requires the recognition of antigen by the B cell. Recirculating mature B cells populate secondary lymphoid organs which provide necessary structural and chemical microenvironment for antigenic encounter and activation (49). B cells migrating to the lymphoid organs such as spleen form organized structures called follicles. This directed migration of the B cells is mediated by CXCL13 chemokine produced by the stromal cells and its receptor CXCR5 (50).

B cell follicles in the secondary lymphoid organs provide a suitable environment for antigenic encounter. Here B cells can encounter soluble or large antigens on the surface of neighboring cells including macrophages, follicular dendritic cells (FDCs) and dendritic cells (51-53). How antigens of differing sizes reach the B cell follicle remains controversial. Entry through subcapsular sinus pores in lymph nodes (54) or simple diffusion (55) have been speculated to be the mechanisms for antigens of small sizes. Majority of larger antigens (>70 kDa) have limited access to the follicle. However *in vivo* evidence points to an efficient mechanism for transport of such antigens. These can be tethered to the surface of APCs and can induce efficient B cell responses (56).

After antigenic recognition through the BCR, the antigen is internalized, processed and presented on the MHC II complex. In the process the B cells migrate to the T-B cell boundary to receive signals required for full activation
of B cells (57). This migration of B cells is governed by the expression of the chemokines CCL19 and CCL21 produced by the stromal cells along with their receptor CCR7 (58). Activation of antigen specific B cells leads to the development of low affinity antibody producing short-lived plasmablasts (59). Some of the activated B cells continue to express high levels of CXCR5 and reenter the B cells follicle where they continue to proliferate and give rise to transient structures known as germinal centers.

**Germinal Center**

Germinal centers (GC) are transient but highly dynamic structures formed by the proliferating B cells during an immune response in the secondary lymphoid organs. These structures consist of a network of specialized cells such as T follicular helper cells (T<sub>FH</sub> cells) and FDCs providing specific survival signals to the proliferating B cells (Figure 3). The complex network of helper cells provide CD40L, IL-4 (FDCs) and IL21 (T<sub>FH</sub> cells) (60). Germinal centers thus provide a specific niche for the rapidly dividing B cells to undergo somatic hypermutation (SHM), differentiation to antibody-producing plasma cells and long lived memory B cells (61, 62). GC B cells express high levels of activation-induced deaminase (AID) which is responsible for the deamination of cytidine residues and leads to SHM and class switching (63, 64).

Another important activity taking place in the GCs is the deletion of self-reactive and low affinity B cell clones. This negative selection is achieved by limiting availability of cognate T<sub>FH</sub> cell interaction (65) and pro survival factors such as BAFF (66). This results in the generation of high affinity B cell clones secreting class switched antibodies.
Metabolomics

Metabolism in cells and organisms is the term which describes all the biochemical processes going on to maintain life. The sum of these biochemical reactions provides energy required for the functioning of vital processes and synthesizing new organic material. Metabolic processes including pathways, enzymes and structural motifs are conserved across a wide range of species signifying the importance of metabolism (67). It is a dynamic process with molecules being continuously broken down to obtain energy but at the same time new complex organic compounds are synthesized. Metabolism can thus be divided into catabolism, breakdown of molecules and anabolism, creation of complex molecules. During this breakdown and synthesis of compounds, in addition to complex byproducts, several small (<1 kDa) molecules called metabolites are produced. Collectively the metabolites present in a living system form the metabolome which is specific for that system.

Metabolomics is the comprehensive study and analysis of metabolites. These include carbohydrates, amino acids, nucleotides, organic acids and other compounds. The number of metabolites in the body is small as compared to
the total number of genes and proteins (68). Owing to the dynamic nature of metabolism, metabolite levels are affected by environmental factors such as nutrition, daily rhythms and pharmacological treatment (69, 70). Since similar metabolites are present in all organisms and tissues, it is highly unlikely to find single metabolite differences between individuals. It is this property of metabolites that makes their study multivariate as only patterns in metabolites can be studied.

It had long been understood that disease can affect body fluid composition although it has been technically challenging to identify all the metabolites. Advancement in analysis techniques has led to the rapid growth in the field. It has been recognized that metabolomics provides a possibility of identifying changes in the metabolome in course of disease and other pathological conditions (71, 72).

Nuclear magnetic resonance (NMR) and mass spectrometry (MS) are the two most widely used analytical techniques in metabolomics. Although there has been development of new techniques, NMR and MS continue to dominate the metabolomics field as the two techniques allow simultaneous analysis of a multitude of small molecules in a sample (73). Due to limited sensitivity, use of NMR is limited in metabolomics. In contrast MS is more sensitive and allows for the identification of a variety of compounds in complex samples. To allow efficient analysis and identification of metabolites, MS is frequently coupled to high resolution techniques such as liquid chromatography (LC) or gas chromatography (GC) (74, 75).

Traditionally three different approaches have been adopted in metabolomics. These include: metabolic fingerprinting, metabolic profiling and targeted metabolomics (76). Among these, metabolic profiling is the most widely used as it allows for analysis of metabolites in a non-targeted manner. In this approach pre-defined set of metabolites are identified and measured. The metabolite sets are often members of specific class of compounds such as amino acids but can also include metabolites from a specific biochemical pathway. Metabolic profiling enables detection of changes in the non-targeted
parts of the metabolome which can eventually be traced to a specific biochemical pathway. The non-targeted approach of metabolic profiling often increases the possibility of identifying novel metabolic biomarkers (77, 78).

**Autoimmunity**

The hallmark of the immune system is its specificity in identifying and clearing foreign antigens. Several redundant checkpoints exist to prevent the immune system from self reactivity. During the development of B cells, overlapping mechanisms at several checkpoints tolerize cells against self-reaction. The checkpoints set a high threshold for B cells to be recruited into the peripheral B cell pool. As a result only 5% of newly formed B cells in the bone marrow are recruited into the peripheral pool (79).

The process of tolerance is carried out both in the bone marrow and in the secondary lymphoid organs such as spleen. Central tolerance which takes place in the bone marrow tests the specificity of the newly formed B cells against self-antigens. B cells reacting strongly to multivariate self-antigens are deleted from the repertoire or rescued through receptor editing (80, 81). In spite of the checks in the bone marrow, B cells with low affinity manage to escape and enter the naïve B cell pool (80). These low affinity B cells are regulated both intrinsically by checking BCR signal strength towards self-antigens and extrinsically by an increased competition to BAFF (34, 82).

Although strict mechanisms limit the escape of self-reactive cells into the peripheral pool, occasionally, failure of these checkpoints leads to autoimmunity – a condition where the immune system reacts to self-antigens. Most of the autoimmune diseases are characterized by the production of autoantibodies and/or autoreactive lymphocytes. Several autoimmune diseases are caused by a complex interaction of multiple factors. The major interacting components in any autoimmune disease are: genetic, environmental and regulatory (83).
The mechanistic role of the autoimmune processes is, however, not clear in most of the cases. Appearance of autoimmune disorders in families implies the underlying genetic susceptibility in such cases. The genetics in both animal models and humans is complex as many different genes or gene products interact in a complex manner. Only a few of the genes involved in autoimmune diseases are known (84). Among the genes thus far identified, few stand out due to their involvement in multiple diseases. Among these, MHC has been associated with autoimmune diseases where T cells play a major role in the pathogenesis. The association of MHC in insulin dependent diabetes mellitus (IDDM) has been proven sufficiently strong to allow for MHC typing being used as disease susceptibility marker (85).

Although most of the autoimmune diseases present a strong genetic association, genetics alone does not explain the lack of concordance in identical twins. The diseases often manifest in less than 50% of the twin siblings indicating that some non-genetic elements are associated with disease development. Environmental factors such as infections have been considered to play an important role in predisposing or triggering autoimmune diseases (86). Infections can induce autoimmunity by either mimicking a self-antigen or by an antigen-nonspecific process collectively termed as "bystander activation". Bystander activation can occur in a number of ways. For example, an increased microbial load can lead to release of sequestered proteins identified as foreign by immune cells or by altering APC phenotype leading to production of TNF-α and IL-1, two important cytokines involved in lymphocyte activation (86).

**Type 1 Diabetes**

Type 1 diabetes mellitus or T1D is a chronic disease characterized by T cell mediated destruction of the insulin producing β cells in the islets of Langerhans. Loss of insulin producing β cells leads to elevated blood glucose levels. The classical symptoms include high glucose levels in urine and blood, polyuria, polydipsia (87). It is the leading cause of blindness, amputations, end-stage renal disease and contributes to premature death (88). There is no
treatment available for T1D making daily injections of insulin an absolute requirement throughout the life of the patient.

The pathogenesis in T1D involves the gradual loss of insulin producing β cells. Clinical diabetes is manifested only after the loss of 80-90% of the β cell mass (89). However, before the appearance of clinical symptoms of T1D, many immune events take place. Inflammation of islets associated with the activation of self-reactive lymphocytes starts the destruction of the β cells. The insulinotic infiltrates have been shown to contain CD8 T cells, CD4 T cells, B cells and macrophages (90). Another hallmark of pathogenesis in T1D is the appearance of autoantibodies before any clinical symptoms. Their appearance has been used clinically for the prediction of T1D as they represent the self-activation of B cells in T1D (89). Autoantibodies in T1D are mainly directed to four islet autoantigens: glutamic acid decarboxylase (GAD) 65, insulin, insulinoma-associated antigen-2 (IA-2) and zinc transporter 8 (ZnT8) (91). Although appearance of autoantibodies has not been linked to T1D pathogenesis directly, B cells however are important, as B cell depleting therapies have shown efficacy in T1D (92).

**Metabolomics in T1D**

As mentioned above, metabolome of an organism is highly dynamic and sensitive to changes induced by disease or environment. Given its dynamic nature and sensitivity to both internal and environmental factors, metabolomics has been used to detect novel biomarkers for various diseases like prostate cancer (93), type 2 diabetes (94), Alzheimer’s disease (95), rheumatoid arthritis, (96) and type 1 diabetes (97).

In T1D research, metabolomics has been used to study disease progression and development of diabetic complications. However, many studies have focused on events preceding seroconversion (97, 98). Identification of biomarkers specific to islet immunity before the appearance of autoantibodies can lead to the development of interventions which can slow or stop autoimmunity.
To decipher the changes in metabolome in T1D patients, Oresic et al employed metabolomics approach to a longitudinal series of samples collected from birth to the diagnosis of overt T1D. Children who progressed to T1D showed major differences in lipid and amino acid metabolism prior to the appearance of autoantibodies (97). This study showed that an altered metabolome was visible in patients and pointed to the potential application of metabolomics in clinical diagnosis.

A similar approach was used to study serum metabolic differences in congenic bio-breeding rats (99). This study focused on metabolic events before appearance of insulitis. The authors found a diabetes prediction pattern in rats >40 days of age with changes in fatty acids, phospholipids and amino acids.

**NOD as a model**

The non-obese diabetic mouse is the most commonly used animal model for T1D (Figure 4). It was developed by Makino et al during the selection of a cataract prone strain (100, 101). NOD mice develop spontaneous diabetes with females being most affected indicating the protective effects of androgens in this model. The incidence of diabetes in the NOD mice ranges from 80% in females to around 30% in males (102).

![Image](image_url)
Owing to the similarity of disease pathogenesis to human T1D, the NOD mouse has been the source of insight into the various complex processes involved in T1D. Insulitis in NOD mice starts around 3-4 weeks of age and by 10 weeks most mice demonstrate severe insulitis with majority of the islets infiltrated by mononuclear cells (103). Similar to human T1D, the islet infiltrates in the NOD mice consist primarily of CD4 T cells although other cell types like CD8 T cells, NK cells, B cells, dendritic cells and macrophages have been observed as well (104).

Diabetes incidence in the NOD mouse is influenced by a number of factors. Infections, bacterial and viral, prevalent in the animal housing facilities have been shown to lower the incidence of diabetes in NOD mice. Although germ free mice show increased diabetes incidence, the presence of specific gut commensal bacterium have been shown to be protective in NOD mice (105, 106). In addition to the infection status of the NOD mouse colony, diet has also been shown to influence diabetes incidence. NOD mice exclusively fed on gluten free diet have lower diabetes incidence signifying the importance of diet in T1D (107). Introduction of gluten free diet during pregnancy and lactation in NOD mice also influences diabetes in the offspring (108). This maternal imprinting in the offspring can potentially lead to the development of interventions aimed at the preventing diabetes before birth. Although diet seems to directly influence the immune system in NOD mice, studies have shown that the effect of diet is indirect as it influences the gut microbiota which in turn can affect diabetes incidence (109).

**Genetics of T1D in NOD**

NOD mice have been extensively used to dissect the genetic components involved in the development of T1D. Genetic engineering has enabled the limitless manipulation of this model in providing mechanistic insights into the development of autoimmunity in general and T1D in particular. To score for potential susceptibility genetic regions involved in T1D, NOD mice have been outcrossed to disease-resistant inbred strains. This approach has identified more than 30 genetic loci on different chromosomes which have been
designated as *Idd* or insulin-dependent diabetes as summarized in Table 1 (110). The generation of subcongenic strains has revealed the presence of multiple genes in the *Idd* regions.

Among the *Idd* regions, the strongest linkage is found to the *Idd1* as its presence is essential for the development of T1D (111). *Idd1* region in NOD mice harbours the unique MHC, H2\(^g7\), which in interaction with other genes contributes to T1D development. This MHC haplotype is considered unique as it lacks the I-E class II due to exon deletion in the I-E \(\alpha\)-chain (112). In addition to the absence of I-E molecule, there is a substitution of proline and aspartic acid at positions 56 and 57 respectively of the beta chain in the I-A molecule (113). The substitution of aspartic acid in particular results in a wider peptide binding groove (114) which substantially alters the repertoire of peptides presented by this allele (115). Interestingly, a similar substitution is also seen in the human T1D susceptibility loci in DQ beta chain (116).

It is not only the class II region that is important in T1D, NOD class I alleles (H2\(^kd\) and H2\(^db\)) have been shown to contribute to T1D (117, 118). These molecules when expressed in the NOD mice select and target autoreactive CD8\(^+\) T cells (118). In addition to the class I and class II molecules, MHC class II like molecule H2-DO has been shown to be important in development of T1D in NOD mice as overexpression of this molecule in NOD prevents the development of diabetes (119). As this molecule is involved in the selection of peptides presented on MHC class II (120), modulating the H2-DO molecule can alter the repertoire of peptides presented on the MHC.

*Idd3* on chromosome 3 is the non MHC *Idd* region linked to T1D in NOD. Diabetes incidence drops to about 25% in NOD mice congenic for *Idd3* indicating the importance of genes present in this region to modulate T1D (121). *Idd3* region has been narrowed to an interval of \(~650\) kb containing five known genes (121). Among these genes only IL2 and IL21 have been linked to T1D in both NOD and humans (122-125). Although it has been shown that islet specific expression of IL2 exacerbates diabetes, loss of IL21 receptor prevents diabetes development (126, 127).
*Idd*5.1 located on chromosome 1 confers the most susceptibility among other *Idd* regions in the vicinity i.e., *Idd*5.2, *Idd*5.3 and *Idd*5.4 as NOD mice congenic for this region have lower incidence of diabetes (128). *Ctla*-4 gene which plays an important role in downregulating effector T-cell responses has been identified as the potential candidate gene in this region (129-131). Interestingly, this gene has been strongly linked to T1D susceptibility in humans (132).

In the case of other *Idd* regions, potential candidate genes have been identified. These include CD101 in *Idd*10 (133), *Vav3* in *Idd*18.3 (134), *Ptpn22* and *Cd2* in *Idd*18.2 and *Idd*18.4 respectively (135) and *Nramp1* in *Idd*5.2 (136). In spite of identification of susceptibility loci, none of the genes have been shown to be dysregulated in NOD mice. This highlights the complexity of multiple gene interactions involved in development of T1D in NOD mice.
<table>
<thead>
<tr>
<th>Idd-region</th>
<th>Chr.</th>
<th>Region Mb</th>
<th>Interval Size Mb</th>
<th>Congenic strain effect on T1D</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Idd1</td>
<td>17</td>
<td>34.133 - 35.405</td>
<td>1.27</td>
<td>B10-resistance</td>
<td>Todd et al., 1991,*</td>
</tr>
<tr>
<td>Idd2</td>
<td>9</td>
<td>32.308 - 98.698</td>
<td>66.39</td>
<td>B10-resistance</td>
<td>Pearce, 1998</td>
</tr>
<tr>
<td>Idd3</td>
<td>3</td>
<td>36.627 - 37.277</td>
<td>0.65</td>
<td>B6-resistance</td>
<td>Yamanouchi et al., 2007</td>
</tr>
<tr>
<td>Idd4.1</td>
<td>11</td>
<td>69.76 - 71.152</td>
<td>1.39</td>
<td>NOR-resistance</td>
<td>Ivakine et al., 2006</td>
</tr>
<tr>
<td>Idd4.3</td>
<td>11</td>
<td>44.553 - 55.855</td>
<td>11.30</td>
<td>C57L-resistance</td>
<td>Litherland et al., 2005</td>
</tr>
<tr>
<td>Idd5.1</td>
<td>1</td>
<td>60.833 - 62.840</td>
<td>1.96</td>
<td>B10-resistance</td>
<td>Wicker et al., 2004</td>
</tr>
<tr>
<td>Idd5.2</td>
<td>1</td>
<td>73.984 - 75.465</td>
<td>1.48</td>
<td>B10-resistance</td>
<td>Wicker et al., 2004</td>
</tr>
<tr>
<td>Idd5.3</td>
<td>1</td>
<td>66.530 - 70.084</td>
<td>3.55</td>
<td>B10-resistance</td>
<td>Hunter et al., 2007</td>
</tr>
<tr>
<td>Idd5.4</td>
<td>1</td>
<td>77.143 - 147.307</td>
<td>70.16</td>
<td>Bio-susceptibility</td>
<td>Hunter et al., 2007</td>
</tr>
<tr>
<td>Idd6.1</td>
<td>6</td>
<td>146.378 - 149.517</td>
<td>3.14</td>
<td>C3H-resistance</td>
<td>Hung et al., 2006</td>
</tr>
<tr>
<td>Idd6.2</td>
<td>6</td>
<td>137.404 - 146.386</td>
<td>8.99</td>
<td>B6-resistance</td>
<td>Bergman et al., 2003</td>
</tr>
<tr>
<td>Idd6.3</td>
<td>6</td>
<td>146.262 - 147.388</td>
<td>1.13</td>
<td>C3H-resistance</td>
<td>Hung et al., 2006</td>
</tr>
<tr>
<td>Idd7</td>
<td>7</td>
<td>21.0 - 43.0</td>
<td>22.0</td>
<td>Bio-susceptibility</td>
<td>Serreze et al., 2008</td>
</tr>
<tr>
<td>Idd8</td>
<td>14</td>
<td>Peak at 21.66</td>
<td></td>
<td>B10-susceptibility</td>
<td>Ghosh et al., 1993; Liston et al., 2004</td>
</tr>
<tr>
<td>Idd9.2</td>
<td>4</td>
<td>144.968 - 149.098</td>
<td>4.13</td>
<td>B10-resistance</td>
<td>Siegmund et al., 2000</td>
</tr>
<tr>
<td>Idd9.3</td>
<td>4</td>
<td>149.300 - 150.522</td>
<td>1.22</td>
<td>B10-resistance</td>
<td>Cannons et al., 2005</td>
</tr>
<tr>
<td>Idd10</td>
<td>3</td>
<td>99.669 - 100.577</td>
<td>0.88</td>
<td>B6-resistance</td>
<td>Penha-Goncalves et al., 2003</td>
</tr>
<tr>
<td>Idd11</td>
<td>4</td>
<td>125.017 - 132.983</td>
<td>7.97</td>
<td>B6-resistance</td>
<td>Brodnicki et al., 2005</td>
</tr>
<tr>
<td>Idd12</td>
<td>14</td>
<td>Peak at 35.170</td>
<td></td>
<td>B6-resistance</td>
<td>Liston et al., 2004; Morahan et al., 1994</td>
</tr>
<tr>
<td>Idd13</td>
<td>2</td>
<td>114.118 - 158.830</td>
<td>44.21</td>
<td>NOR-resistance</td>
<td>Chen et al., 2007; Serreze et al., 1998</td>
</tr>
<tr>
<td>Idd14</td>
<td>13</td>
<td>25.424 - 120.284</td>
<td>94.86</td>
<td>B6-susceptibility</td>
<td>Brodnicki et al., 2003</td>
</tr>
<tr>
<td>Idd15</td>
<td>5</td>
<td>Peak at 8.798</td>
<td></td>
<td>NON-resistance</td>
<td>McAlee et al., 1995</td>
</tr>
<tr>
<td>Idd16</td>
<td>17</td>
<td>26.318-29.405</td>
<td>3.09</td>
<td>B6-resistance</td>
<td>Deruytter et al., 2004</td>
</tr>
<tr>
<td>Idd17</td>
<td>3</td>
<td>79.484 - 87.106</td>
<td>7.62</td>
<td>B6-resistance</td>
<td>Podolin et al., 1997</td>
</tr>
<tr>
<td>Idd18.1</td>
<td>3</td>
<td>108.993 - 109.597</td>
<td>0.60</td>
<td>B6-resistance</td>
<td>Lyons et al., 2001, *</td>
</tr>
<tr>
<td>Idd</td>
<td>Value</td>
<td>Location</td>
<td>Biochemical</td>
<td>References</td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-------</td>
<td>----------</td>
<td>-------------</td>
<td>------------</td>
<td></td>
</tr>
<tr>
<td>Idd18.2</td>
<td>3</td>
<td>100.95 - 108.222</td>
<td>7.27</td>
<td>B6-susceptibility</td>
<td>Lyons et al., 2001, *</td>
</tr>
<tr>
<td>Idd18.3</td>
<td>3</td>
<td>108.24 - 109.24</td>
<td>1.0</td>
<td>B6-resistance</td>
<td>Fraser et al., 2010</td>
</tr>
<tr>
<td>Idd18.4</td>
<td>3</td>
<td>101.11 - 102.06</td>
<td>0.95</td>
<td>B6-resistance</td>
<td></td>
</tr>
<tr>
<td>Idd19</td>
<td>6</td>
<td>117.439 - 128.468</td>
<td>11.03</td>
<td>C3H-susceptibility</td>
<td>Morin et al., 2006; Rogner et al., 2001</td>
</tr>
<tr>
<td>Idd20</td>
<td>6</td>
<td>83.595 - 91.990</td>
<td>8.39</td>
<td>C3H-resistance</td>
<td>Morin et al., 2006</td>
</tr>
<tr>
<td>Idd21.1</td>
<td>18</td>
<td>69.192 - 90.722</td>
<td>21.58</td>
<td>ABH-resistance</td>
<td>Hollis-Moffatt et al., 2005</td>
</tr>
<tr>
<td>Idd21.2</td>
<td>18</td>
<td>64.618 - 74.588</td>
<td>9.97</td>
<td>ABH-susceptibility</td>
<td>Hollis-Moffatt et al., 2005</td>
</tr>
<tr>
<td>Idd21.3</td>
<td>18</td>
<td>0 - 21.671</td>
<td>21.67</td>
<td>ABH-resistance</td>
<td>Hollis-Moffatt et al., 2005</td>
</tr>
<tr>
<td>Idd22</td>
<td>8</td>
<td>Peak at 90.626</td>
<td></td>
<td>ALR-resistance</td>
<td>Mathews et al., 2003</td>
</tr>
<tr>
<td>Idd23</td>
<td>17</td>
<td>3.924 - 26.318</td>
<td>22.39</td>
<td>B6-resistance</td>
<td>Deruytter et al., 2004</td>
</tr>
<tr>
<td>Idd24</td>
<td>17</td>
<td>35.340 - 44.938</td>
<td>6.10</td>
<td>B6-resistance</td>
<td>Deruytter et al., 2004</td>
</tr>
<tr>
<td>Idd25</td>
<td>4</td>
<td>Peak at 133.341</td>
<td></td>
<td>NOR-resistance</td>
<td>Reifsnyder et al., 2005</td>
</tr>
<tr>
<td>Idd26</td>
<td>1</td>
<td>19.802 - 40.319</td>
<td>20.52</td>
<td>NOR-resistance</td>
<td>Reifsnyder et al., 2005</td>
</tr>
<tr>
<td>Idd27</td>
<td>7</td>
<td>86.521 - 127.029</td>
<td>40.51</td>
<td>CBA-resistance</td>
<td>Chen et al., 2005</td>
</tr>
<tr>
<td>Not assigned</td>
<td>7</td>
<td>117.936 - 152.524</td>
<td>34.59</td>
<td>C57L-resistance</td>
<td>Chen et al., 2005</td>
</tr>
</tbody>
</table>

**Table 1.** Summary of size and location of Idd regions according to T1dbase.org. Resistance and susceptibility refers to the diabetes phenotype associated with the Idd-allele in the non-NOD strain.
**Immune regulation in NOD**

The inherent complexity of autoimmune process and presence of multiple susceptibility loci in NOD indicate the failure of multiple tolerance networks in this strain. Although the pancreatic infiltrates from NOD mice contain a variety of immune cells, T cells have been shown to play a central role as transferring T cells alone to non-diabetic mice can transfer diabetes (137). However, experiments using genetically modified NOD mice and cell transfers have highlighted the importance of other cells in the initiation and development of T1D (138-141).

It is now widely accepted that T cell intrinsic defects in the NOD mouse allow the survival of autoreactive T cells in the thymus. This break in tolerance has been attributed to the pro-apoptotic protein Bim which fails to be upregulated post TCR stimulation to mediate deletion (142). The survival among the pathogenic T cells has also been shown to be correlated with reduced expression of IL2, IL4, Fas, FasL (143, 144). Although the Treg numbers are normal in NOD mouse (145), the regulatory compartment in NOD mouse has a reduced capacity to suppress the pathogenic conventional T cells (146). NKT-cells, recognizing glycolipids presented on MHC class-I like CD1d molecule (147), also form a part of regulatory subset that is both quantitatively and qualitatively deficient in NOD mice compared to other inbred strains (148, 149).

Dendritic cells play a major role in selection of T cells leading to deletion or anergy among self-reactive clones (150). NOD dendritic cells stimulated with various signals fail to mature properly which can inhibit their ability of inducing cell death in pathogenic T cell clones (151, 152). Macrophages in the NOD mouse, similar to dendritic cells, suffer from both developmental and functional defects. NOD macrophages fail to upregulate CSF-1 and IL1 production in response to LPS stimulation (153). In addition, macrophages in NOD mice fail to clear apoptotic cells which for long have been considered to trigger the immune cascade that leads to T1D (154, 155).
The fact that B cell deficient NOD.\(\text{Ig}^{\mu\text{null}}\) mice fail to develop diabetes highlights the importance of B cells in the pathogenesis of T1D (138, 139). In addition, therapies targeting B cells have shown positive effects in both NOD mice and humans (92, 156). B cells in NOD act as efficient APC as a B cell specific deficiency in MHC II protects mice from developing T1D (157). This ability of NOD B cells to act as efficient APCs in T1D is dependent on their ability to bind auto-antigens through their autoreactive Ig-molecules. B cells in NOD.\(\text{IgHEL}\) mice which contain BCR specific for hen-egg lysozyme (HEL) fail to bind autoantigens and protect NOD mice from T1D (158). In addition, NOD B cells display increased expression of co-stimulatory molecule CD80 which in turn is associated with increased T cell stimulation (159).

The production of autoantibodies in the NOD mice is an active process as most of the autoantibodies are of the IgG isotype (160). This indicates the presence of active centers for class switching. Interestingly, spontaneously formed germinal centers have been reported from NOD and other autoimmune mice (161). Although autoantibodies have not directly been shown to be involved or transfer diabetes in NOD mice, elimination of maternally transmitted autoantibodies has been shown to protect the offspring from developing T1D (162).
Aims of the study

The aim of this study was to study the metabolic and immune perturbations seen in the NOD mouse. The specific aims of this study were to:

- Investigate the metabolic differences observed in the NOD mouse and determine the genetic basis of the increased glutamic acid in the NOD mouse.

- Dissect the functional consequence of TACI\textsuperscript{high} B cells in the NOD mouse focusing on \textit{in vitro} stimulations.

- Explore the cellular and molecular mechanisms that contribute to the enhanced immune response in the NOD mouse.
Methodological considerations

Mice

To study the metabolic and immune deviations in type 1 diabetes, we used the NOD mouse. As discussed earlier, the NOD mouse mimics the disease pathogenesis as seen in humans. All the mice used in the study were bred and housed in our animal house.

NODShilt/J (NOD), NOD.Rag2−/− (NOD.Rag), C57BL/6J (B6), C57BL/6.H2g7 (B6g7) mice have been bred for more than ten generations in our own animal facility. B6 mice were chosen as controls since most of the genetics is known and the mice remain insulitis free. In addition, most of the congenic studies including NOD have utilized B6 mice as source of congenes. (NODxB6)F2 mice were established by first crossing NOD female mice with B6 male mice to obtain (NODxB6)F1 mice and then intercrossing the (NODxB6)F1 mice. Female mice of different ages were used in all the experiments. Experimental procedures were performed in strict compliance with the relevant Swedish and Institutional laws and guidelines and approved by the Umeå research animal ethic committee (A44-12;03/07/2012, A2-15;15/1/2015).

Extraction and LC-MS

Metabolite (Paper I) and amino acid (Paper II) measurements were performed at the Swedish Metabolomics centre at Swedish University of Agricultural Sciences, Umeå, Sweden. A methanol:water mixture was used to extract the metabolites. This extraction mixture essentially extracts polar metabolites. However, the disadvantage of using this mixture is the failure to extract non-polar metabolites such as lipids. Post extraction, all the amino acids were quantified using commercially available kit (Waters, Milford, US). Quantification was achieved using an internal standard (Cambridge Isotope Laboratories, US). Measurements were done using UPLC (ultra-performance liquid chromatography) coupled to a mass spectrophotometer. This method allows for efficient separation and identification of metabolites. The main
advantage of this method is that high resolution of separation is achieved requiring less or no mathematical resolution.

**Genotyping**

To study the genetic control of glutamic acid levels in the NOD mouse (Paper II), a sub phenotype approach was used. This approach utilizes the classical Mendelian law of segregation. By breeding NOD and the non-diabetic control B6 mice, we obtained the F1 generation. This generation, depending on the genetic control, can show an intermediate phenotype indicating a co-dominant effect from both parents. To dissect the genetics further, two F1 generation mice were bred and the corresponding F2 generation was achieved. The phenotype and the corresponding genotype segregate in this generation. The F2 generation was analyzed for the phenotype by measuring the glutamic acid levels. For the genotypic analysis, microsatellite markers were used. These oligos recognize a specific region in the genome and are known to have polymorphism among different strains. The markers were spaced at ~10cM, a distance considered to account for possible crossovers.

**Protein expression**

To analyze multiple parameters on a single cell basis, flow cytometry was used. This method provides speed but also a high degree of sensitivity. The method uses the principles of light scatter, electron excitation and fluorescence. This method was used to detect specific cell subsets and also to provide information about cell proliferation and survival. This was achieved by staining the cell with specific fluorescently labeled antibodies and dyes. In some instances, cells were fixed with paraformaldehyde and permeabilized with detergent prior to staining. This allows for the staining of intracellular proteins.

Western blotting is another technique to analyze protein expression. The main advantage of this method is the possibility to determine size of the protein of interest. The proteins are separated on a gel and then transferred to a membrane. The detection is achieved using specific antibodies. A loading
control is often used to verify equal protein loading in all samples. A size ladder may also be included to verify the right size of target protein. We analyzed the membrane glutamate transporters after making whole lysates from liver and kidney tissues.

**In vitro B cell culture and stimulation**

An *in vitro* system allows us to study specific function of a cell under strict conditions. We isolated untouched B cells from mice spleen and cultured them with specific condition and stimulations. It was important to isolate untouched B cells as staining with antibodies for isolation can lead to undesirable signaling events downstream. As a positive control, B cells were stimulated by LPS, a protein of bacterial origin, to which the cells react in an unspecific manner.

**Imunization and ELISA**

To study the cells and pathways involved in an immune response, a model antigen is needed which elicits a strong but stable immune response. NOD and B6 mice were immunized with HEL, one of the most commonly used antigen, emulsified in Freund’s incomplete adjuvant intraperitoneally. This antigen elicited a strong immune response in the NOD mouse which was stable over few weeks.

To measure the antibody response to the immunized antigen, enzyme linked immunosorbent assay (ELISA) was used. ELISA is a frequently used technique both in the lab and clinics. Not only is ELISA very sensitive, it can also be used for quantification of proteins or antibodies present in a sample (serum in this case). The method utilizes the specificity of antibodies and enzyme assays. Both IgG and IgM antibodies were analyzed in the serum post immunization. Pre-immunization serum was used as negative control.

To determine the affinity of antigen specific antibodies, a hapten (nitrophenyl) bound HEL was used. For detection, NP<sub>4</sub>-BSA (where four NP molecules are bound to BSA) and NP<sub>20</sub>-BSA were used. Antibodies binding to
NP\textsubscript{4}-BSA are considered high affinity while antibodies binding to NP\textsubscript{20}-BSA consist of both high and low affinity antibodies. A ratio of NP\textsubscript{4}-BSA/NP\textsubscript{20}-BSA gives a qualitative measurement of the affinity of the antibodies produced.

**B and T cell isolation and adoptive transfers**

Adoptive cell transfers to immune deficient mice were made to study the cells playing a major role in the immune response. Untouched B and T cells were isolated from HEL primed NOD or B6g7 mice using commercially available kits and transferred to the immune deficient NOD.Rag mice. In some experiments, FACS sorting was employed to isolate untouched B and T cells prior to transfer. This allows for the study of only the transferred cells as the recipient mice lack both B and T cells. Recipient mice were later immunized with HEL and the antibody response measured by ELISA.

**Immunofluorescence**

To determine the histological location of germinal centres in the spleen, we stained 8µm thick cryosections obtained from frozen NOD and B6 spleens. This method allows for visualization of cells and structures that are formed during an active immune response. The location of these cells and structures are important as they dictate the microenvironment and signals that are essential for SHM and class switching. However, we can only observe one layer at a given time point and hence lose out informations from subsequent timepoints.

**Statistics**

In Paper II, for association analysis $\chi^2$ test was used. This test compares the observed data with the expected data. The $\chi^2$ test gives the "goodness to fit" between the observed and expected. It always tests the null hypothesis that states that there is no difference between the observed and expected frequencies. In the $\chi^2$ test, a $p$-value of <0.05 was considered significant. For most grouped analysis, we have used Two-way ANOVA, a $p$-value of <0.05 was considered significant.
Results and Discussion

Paper I & II: Altered metabolome in the NOD mouse: Genetic regulation and consequence of increased glutamic acid

In metabolomics, the chemical fingerprint of biological fluids including intracellular compartments is studied. The sensitive nature of the metabolic phenotype towards various factors such as age, lifestyle, nutrition and gut microbiome makes it possible to determine variations associated with pathological factors associated with disease (163-165). Metabolic perturbations early in the childhood may thus reflect influences of both genetic and environmental factors that may affect later susceptibility to chronic disease (166).

As mentioned earlier, longitudinal studies involving genetically susceptible children have highlighted the metabolic changes prior to the appearance of autoantibodies and diabetes development (97). This study highlighted the importance of early diagnosis as the appearance of autoantibodies indicates the activation of the immune system.

In paper I, we hypothesized that NOD mice would display similar metabolic profile as T1D progressors. In accordance with the human metabolic profile, NOD mice grouped separately over different ages compared to the non-diabetic control strain C57BL/6 (B6) (Paper I, Figure 1 A-C). Samples were taken at specific time points to study metabolic changes associated with pancreatic inflammation. The 0-3 week old mice were considered autoimmunity free (insultis free) and the only difference between these two ages was weaning. Four to five old mice were assumed to have mild or early insulinitis (103). By 6 weeks the mice develop heavy insulinitis. None of the mice developed overt diabetes during the study.

Using a non-targeted strategy, levels of 89 metabolites were identified. The separation between NOD and B6 was already evident in newborn mice, indicating a genetic control of metabolites (Paper I, Figure 1 C, ow). In general, NOD mice had increased levels of amino acids post weaning, a trend that was
stable till week 15 (Paper I, Figure 2). Among the increased amino acids, the branched chain (BCAA) group of isoleucine and leucine were already increased at birth and continued to be increased post weaning. BCAAs have been associated with increased insulin secretion (167) which can lead to ER stress among β-cells (168). Furthermore, using backward variable selection, metabolites belonging to TCA cycle were found to be among the most discriminative between the two groups (Paper I, Figure 3). Interestingly, among the most discriminative metabolites, glutamic acid was increased in the NOD mice. Glutamic acid is an important amino acid as it links the amino acid metabolism with the TCA energy cycle via alpha-ketoglutaric acid, a metabolite lower in NOD mice. Increased serum glutamic acid has been previously associated to T1D progression among children and NOD mice (97, 169). To explore the genes/enzymes that are possibly involved in the observed metabolic variations, we performed a detailed bioinformatics analysis where enzymes in the metabolic pathway were identified to be present in previously described Idd regions (Paper I, Figure 4).

In addition, the enzyme sequences were analyzed for any genetic differences using the dbSNP database (170). In total 1 274 SNPs were found, out of which 9 SNPs were present in exons, 71 in the 59, 39 UTRs and the remaining 1 194 in the intron regions (Paper I, Table 1). Although not tested in vivo, we hypothesize that SNPs in some of these enzymes may be involved in regulating enzyme function. Interestingly, SNPs present in introns can affect splicing and enzyme activity (171) as well as expression levels of proteins (172).

In paper II, we analyzed the genetic basis for the elevated levels of glutamic acid, one of the most discriminative metabolite in our previous study (Paper I), in NOD mice. Glutamic acid is the most common neurotransmitter in mammalian brain. It has previously been shown that glutamic acid can exert toxicity through over-activation of its receptors, the phenomenon termed as excitotoxicity (173). In addition glutamic acid is also toxic to insulin producing islets at levels which are physiologically relevant (174). It is plausible that increased level of glutamic acid potentiates beta-cell apoptosis in NOD mice. Increased apoptosis and defective clearance by macrophages can thus form a
part of the triggering mechanism leading to activation of immune system (154, 175).

To perform a genetic analysis of the elevated glutamic acid trait, we first measured glutamic acid levels in four week old females from (C57BL/6xNOD)F1 and (NODxC57BL/6)F1 cohorts. The use of two cohorts was done to account for the effect of mother on the metabolome of the pups. This imprint on the offspring can in part be modulated by the maternal microbiota as newborns are colonized early in life by the microbiota encountered during birth (176). However, no significant difference in glutamic acid level was observed between the two cohorts (Figure 8, unpublished data).

Figure 8. Glutamic acid levels in parental and F1 cohorts.

Intermediate levels of glutamic acid were found in both the F1 cohorts, indicating a codominant effect of the parental strains on the phenotype. To further analyze the genetic components involved, we bred a (C57BL/6xNOD)F2 cohort and measured the serum glutamic acid levels. The glutamic acid levels in the (C57BL/6xNOD)F2 cohort were normally
distributed with a variance larger than the parental strains (Paper II, Figure 2).

We performed a genetic screen covering the whole genome of the F2 cohort. The mice in this cohort were phenotypically classified as NOD-like or B6-like based on the glutamic acid levels. The classification was done as selective genotyping of individuals with extreme phenotype imparts similar power as genotyping the whole cohort (177, 178). The genetic association of the glutamic acid levels was analyzed by $\chi^2$ test. Significant association ($p<0.05$) was observed to six chromosomes of which three regions were within Idd22, Idd2 and Idd4 (Paper II, Table 1). Correlation to multiple regions/genes was in line with the normal distribution of the glutamic acid levels among the F2 cohort.

In the in silico analysis, enzymes, receptors and transporters associated with glutamic acid metabolism were analyzed. These were present in and/or around the mapped regions (Paper II, Table 2). Search for genetic differences in potential genes yielded 143 SNPs. Among the potential enzymes involved, Alanine aminotransferase (ALT) and glutamic-oxaloacetic transaminase (AST) were considered important as they link glutamic acid to the energy cycle via formation of alpha-ketoglutarate, a metabolite present in low levels in NOD mice. Interestingly, ALT levels are low in NOD serum which might affect glutamic acid catabolism (179, 180). Supporting our linkage data and in silico analysis, we found the expression of high affinity transporter EAAC1 to be increased in NOD liver. The increased expression of EAAC1 can possibly enhance the absorption of glutamic acid from the hepatic portal vein. Finally, we tested the effect of the glutamic acid levels on beta cells. Culturing insulin producing islets from NOD mice in physiologically relevant glutamic acid levels (1mM), we observed increased apoptosis. In addition, beta cells were specifically sensitive to glutamic acid mediated toxicity, compared to the other islet derived cells, as was evident from the flow cytometric analysis (Paper II, Figure 4). Apoptosis, as mentioned earlier, can initiate autoimmune events as novel self antigens become available which have the ability of activating the immune system. In addition apoptotic cells have the ability to activate interferon alpha production from plasmacytoid dendritic cells (181). An early
interferon signature has been detected in both humans and NOD mice strengthening the case for apoptotic cell mediated activation of immune system (182, 183).

Paper III: Consequence of TACI\textsuperscript{high} B cells in the NOD mouse

Our lab has previously demonstrated that splenocytes from NOD mice contain a high proportion of TACI\textsuperscript{high} B cells as compared to B6 mice and this phenotype has been shown to map to regions on chromosome 1 and 8 (184). The role of TACI in B cell homeostasis and function has however been contradictory. On one hand, TACI\textsuperscript{-/-} mice display major lymphoproliferation and autoimmunity, on the other hand TACI plays an important role in driving plasma cell differentiation, Ig production and isotype switching (32, 34, 40, 41). The dual role that TACI seems to play in B cell homeostasis might be attributed to the availability of BAFF for BAFF-R in absence of TACI. Presence of two BAFF binding sites as compared to one for BAFF-R, allows TACI to bind higher orders of BAFF making it unavailable for signaling through the BAFF-R (36). Interestingly serum BAFF levels are increased in TACI knockout mice highlighting the importance of BAFF binding capability of TACI (66). Thus in absence of TACI, more BAFF can bind to BAFF-R leading to cell proliferation. On the other hand by sustaining Blimp-1 expression in plasmablasts, TACI promotes Ig production and class switching (39).

To confirm the previous mapping of the TACI\textsuperscript{high} phenotype, we bred double congeneric NOD.C1/Idd22 mice containing B6 derived genetic regions on chromosome 1 and 8 (Paper III, Figure 1A). The splenic B cells compartment in these mice show a significant reduction in percentage of TACI\textsuperscript{high} B cells compared to regular NOD mice (Paper III, Figure 1D), thus supporting our genetic mapping. To further evaluate any potential genes present in these two regions, breeding of NOD.C1/Idd22 mice with smaller B6 derived regions was initiated. However, after multiple attempts over several years, the establishment of double congeneric NOD.C1/Idd22 strain was not possible, as the mice appeared to be infertile.
To analyze the functional effects of the increased proportion of TACI\textsuperscript{high} B cells in NOD mice, we used an in vitro system. We stimulated B cells from NOD and B6 with APRIL, with media serving as control. NOD B cells produced higher amounts of IgG and IgA in response to APRIL (Paper III, Figure 2A-B). The relative production of IgM in both the strains was similar (Paper III, Figure 2C). Analyzing the number of CD138\textsuperscript{+} plasma cells/plasmablasts, both strains showed significant increase in the number of CD138\textsuperscript{+} cells. However, NOD mice showed more than 10-fold increase in plasma cells upon APRIL stimulation (Paper III, Figure 3).

APRIL and BAFF both bind TACI and downregulation of TACI in germinal center B cells has been shown to create a BAFF poor region (66). This essentially creates competition for the pro survival BAFF cytokine and as a result only high affinity clones survive (34). As NOD mice have high proportion of TACI\textsuperscript{high} B cells, we analyzed expression of TACI on germinal center B cells from NOD and B6. Increased numbers of B220\textsuperscript{+} CD95\textsuperscript{+} GL7\textsuperscript{+} TACI\textsuperscript{+} B cells were found in unimmunized NOD and B6 mice. To determine if the loss of TACI from germinal center B cells is in response to antigen, we analyzed germinal center B cells from HEL immunized NOD and B6 mice. Percentage of B220\textsuperscript{+} CD95\textsuperscript{+} GL7\textsuperscript{+} TACI\textsuperscript{+} B cell post immunization decreased in B6 as has been reported. However, NOD mice continued to display increased numbers of B220\textsuperscript{+} CD95\textsuperscript{+} GL7\textsuperscript{+} TACI\textsuperscript{+} B cells indicating a general failure in downregulation of TACI on germinal center B cells (Paper III, Figure 4A-B).

As TACI failed to be downregulated in NOD mice and this molecule potentially can capture and thus be a source of BAFF signaling, we were interested to analyze the presence of BAFF in the germinal center. Indeed, immunofluorescence staining of spleen sections from hen egg lysozyme immunized mice revealed increased presence of BAFF in germinal centers from NOD mice. Germinal centers from unimmunized NOD mice also stained positively for BAFF (Paper III, Figure 5A-B). It is yet to be proven if the increased staining for BAFF in the germinal center is due to TACI\textsuperscript{+} B cells or if some other cells residing in the germinal center could mediate this function.
However, since a germinal center mainly consists of B cells, T cells and FDCs, it is plausible that increased BAFF binding in the germinal center maybe a consequence of TACI$^+$ B cells present at this location. To test whether increased presence of BAFF in germinal centers would affect the antibody affinity maturation, we utilized the response of B cells towards haptenated antigens. Challenging NOD and B6 mice with NP-HEL resulted in affinity maturation in both strains (Paper III, Figure 6A-B), NOD however produced higher titres of low affinity antibodies as compared to B6 mice (Paper III, Figure 6C). In line with our findings, an increased presence of BAFF in the germinal centers can enhance survival of low affinity and autoreactive clones (34, 66) supporting our hypothesis that increased presence of TACI$^+$ B cells in the GCs and consequent BAFF binding leads to altered affinity maturation in NOD mice.

**Paper IV: Cellular players in the enhanced immune response in the NOD mouse**

We and others have shown that NOD mice mount an enhanced and prolonged response to both self and non-self protein antigens (185-187). This response involves antigen specific IgG1 production as well as a total increase in IgE levels in serum (186). In addition, upon re-challenge with the immunizing peptide, NOD mice develop severe anaphylaxis (186, 188), a manifestation we have observed ourselves (data not shown). To study the cellular factors that play a major role in this response, we immunized NOD and B6 mice with HEL emulsified in Freund’s incomplete adjuvant intraperitoneally. This specific composition and route of administration was chosen to avoid the anaphylaxis reaction from NOD mice. High levels of HEL specific IgG antibodies were present in sera from NOD mice one week post immunization and increased steadily at least up to eight weeks (Paper IV, Figure 1A) post immunization. The antibody response to HEL was dominated by the IgG1 isotype (Paper IV, Figure 1B) although a delayed appearance of IgG2b was also observed (data not shown).
The steady increase in antigen specific antibodies observed in NOD can result from either increased turnover of antibody forming cells or a defect in the antibody clearance mechanism. Macrophages in NOD mice carry a defective Fc gamma RII gene resulting in increased serum IgG levels (189). To determine if the increase in antigen specific antibody results from defective clearance, we injected NOD and B6 mice with anti-KLH IgG1 antibodies. The use of anti-KLH antibodies allowed for their detection from whole serum using ELISA. We, however, did not find any difference in clearance of this antibody between NOD and B6 (Paper IV, Figure 2).

As the response towards HEL was apparent at one week post immunization, this led us to analyze the germinal center formation in NOD. B cells have been shown to re-use the pre-existing germinal centers and obtain pre-existing T cell help (190). We analyzed germinal centers both in unimmunized and HEL immunized NOD and B6 mice. Spleens from unimmunized NOD mice contained more number of germinal centers (Paper IV, Table 1) and PNA+ B cells as observed with flowcytometry (Paper IV, Figure 3B) as compared to B6 mice. However, this difference was not seen after immunization (data not shown). It is plausible that the B cells in NOD mice reutilize pre-existing germinal centers resulting in no apparent increase in their numbers. In addition, readily available T cell help and other survival factors can result in the rapid response seen within one week in NOD mice.

To dissect the cellular players involved in this phenotype, we adoptively transferred purified B and T cells from HEL primed NOD and B6.g7 mice to NOD.Rag mice. Upon re-challenge with HEL, mice which received purified B cells from NOD irrespective of T cell source and splenocytes from B6.g7 and NOD mice responded (Paper IV, Figure 5). This indicates that intrinsic B cell defects contribute to the phenotype. Although B6.g7 mice respond moderately to vaccination (Paper IV, Figure 1C) (187), the NOD milieu available in NOD.Rag mice seems to promote cells of B6.g7 origin to respond to HEL antigen (Paper IV, Figure 5). These findings indicate the need for both cells and milieu of NOD origin to contribute to the phenotype. This robust response
to a single immunization of non-self antigen indicates intrinsic defects in the B cell compartment.
Conclusions

In this thesis the various deviations seen in the metabolic and the immune system of the NOD mice were studied. The major findings from the thesis can be summarized as follows:

- Serum metabolome in NOD mice varied significantly from B6 mice and this variation seemed to be stable throughout the ongoing autoimmunity. The major pathway affected included the TCA cycle.
- Serum glutamic acid was increased in NOD mouse compared to B6 mouse. This trait mapped to six chromosomes of which three regions were within Idd22, Idd2 and Idd4. In addition, glutamic acid was shown to be toxic to beta-cells in vitro.
- APRIL stimulated NOD splenic B cells displayed increased numbers of plasma cells and produced higher amounts of IgG and IgA compared to B cells from C57BL/6 mice. NOD germinal center B cells failed to downregulate TACI and bound more BAFF.
- NOD mice showed an enhanced and prolonged response to hen egg lysozyme challenge. This response was of the IgG1 isotype and required B cells of NOD origin.

Based on the finding in this thesis, a proposed model how the metabolic and immune systems interact, the following model can be proposed.
**Figure 9.** Metabolic and Immune interaction. The increased expression of EAACI leads to enhanced glutamate absorption from portal vein from the intestine. A defect in glutamate metabolizing enzymes results in increased levels of glutamate in blood. This increased glutamate is toxic to beta cells in the pancreas. NOD macrophages are defective in clearing out apoptotic cells and as a result self-antigens become available and activates B and T cells in the germinal center. In addition, the increased percentage of TACI$^\text{hi}$ B cells and BAFF in germinal center of NOD mice favors survival of autoreactive B cells and production of autoantibodies.
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