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Abstract

This thesis adds to the area of register based research, with a particular focus on health care quality and (in)equality. Contributions are made to the areas of hospital performance benchmarking, mediation analysis, and regression when the outcome variable is limited, with applications related to Riksstroke (the Swedish stroke register).

An important part of quality assurance is to identify, follow up, and understand the mechanisms of inequalities in outcome and/or care between different population groups. The first paper of the thesis uses Riksstroke data to investigate socioeconomic differences in survival during different time periods after stroke. The second paper focuses on differences in performance between hospitals, illustrating the diagnostic properties of a method for benchmarking hospital performance and highlighting the importance of balancing clinical relevance and the statistical evidence level used.

Understanding the mechanisms behind observed differences is a complicated but important issue. In mediation analysis the goal is to investigate the causal mechanisms behind an effect by decomposing it into direct and indirect components. Estimation of direct and indirect effects relies on untestable assumptions and a mediation analysis should be accompanied by an analysis of how sensitive the results are to violations of these assumptions. The third paper proposes a sensitivity analysis method for mediation analysis based on binary probit regression. This is then applied to a mediation study based on Riksstroke data.

Data registration is not always complete and sometimes data on a variable are unavailable above or below some value. This is referred to as censoring or truncation, depending on the extent to which data are missing. The final two papers of the thesis are concerned with the estimation of linear regression models for limited outcome variables. The fourth paper presents a software implementation of three semiparametric estimators of truncated linear regression models. The fifth paper extends the sensitivity analysis method proposed in the third paper to continuous outcomes and mediators, and situations where the outcome is truncated or censored.
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Populärvetenskaplig sammanfattning


Ofta bedöms kvalitet inte bara på patientnivå utan även på sjukhusnivå med utgångspunkt från mått såsom dödlighet, antal patienter som får en viss behandling, osv. Avhandlingens andra artikel handlar om hur man kan jämföra sjukhus på ett rättvist sätt (utifrån t.ex. den typ av patienter som de behandlar) och hur resultaten av sådana jämförelser påverkas av bland annat den statistiska bevisnivån man använder sig av.

Insamling av data kan vara behäftat med olika problem som komplicerar analyser och gör resultat otillförlitliga. Ett sådant problem är trunkering vilket innebär att data inte går att observera över eller under en viss nivå. Avhandlingens fjärde artikel beskriver mjukvara framtagen för analys av data då utfallet av intresse är trunkerat.
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1 Introduction

Sweden has a long tradition of keeping population records, dating back to 1686 when parish registration was made mandatory through the Church Ordinance of that year (Statistics Sweden, 2016). Today there is a large number of nationwide registers constituting an important resource for research on areas such as community planning, economy, labour, and health and welfare. One such register is Riksstroke, the Swedish stroke register, which monitors and supports improvements of the quality of stroke care in Sweden (Asplund et al., 2011).

There are various methodological issues concerned with register based research. An important aspect of the quality assurance work performed by health care registers such as Riksstroke is making sure that individual hospitals perform at an acceptable level. This raises methodological questions regarding e.g. how precisely hospital performance can be measured, how to take into account differences in patient composition between hospitals, and the properties of the decision process used to determine whether or not a hospital performs at the desired level. Paper II of this thesis illustrates the diagnostic properties of a decision process for benchmarking hospital performance and highlights the importance of balancing clinical relevance with the statistical evidence level used.

Quality assurance is also concerned with health care equality and to that end an important research question is the identification of differences in care and outcome between population groups (defined by e.g. age, sex or socioeconomic status). Paper I of the thesis uses Riksstroke data to investigate socioeconomic differences in survival after stroke. If such differences are identified the next step is to ascertain why they exist. Are there factors due to the process, i.e. the health care itself, or are there qualities within certain population groups that cause them to be more vulnerable? Mediation analysis attempts to uncover causal mechanisms by decomposing the effect of an exposure (e.g. low education) on an outcome (e.g. survival after stroke) into components where the exposure directly affects the outcome and components where the exposure has an indirect effect on the outcome (e.g. low education affecting life style factors that in turn have an effect on survival). Estimating these direct and indirect effects relies on untestable assumptions and the results of a mediation analysis should be reported together with an analysis of how sensitive they are to violations of these assumptions.
Paper III considers mediation analysis based on binary probit regression and suggests a sensitivity analysis method which is then illustrated using Riksstroke data.

Data registration is not always complete and sometimes data on a variable are unavailable above or below some value, referred to as censoring or truncation depending on the extent to which data are missing. The final two papers of the thesis are concerned with situations when the estimation of a linear regression model is made difficult by the fact that the outcome variable is truncated or censored. Paper IV presents a software implementation of three semi-parametric estimators of truncated linear regression models. Paper V extends the sensitivity analysis method proposed in Paper III to e.g. continuous outcomes and situations where the outcome is truncated or censored.

The thesis is structured as follows. An introduction to the Swedish system of national registers in general and Riksstroke in particular is given in Section 2. Concepts relevant to benchmarking hospital performance are presented in Section 3. An overview of mediation analysis is given in Section 4, followed by an introduction to truncation and censoring in Section 5. The papers in the thesis are then summarized, followed by concluding remarks.

2 Swedish national registers

Swedish official statistics are regulated by law and 27 different authorities have been appointed to keep records on statistics for public information, planning and research purposes in specified areas. The largest of these is Statistics Sweden which is the administrative agency responsible for non-sectoral statistics within four main areas: population and welfare, economic statistics, national accounts, and regions and environment (for more information see www.scb.se). Official statistics within the areas of health and medical care and social services are kept by the Swedish National Board of Health and Welfare (see www.socialstyrelsen.se). The official statistics are made available to the public through publication of reports and through aggregated data available on authority web pages. De-identified individual level data can be made available to researchers for specific projects, subject to ethical and secrecy vetting.
In addition to the official statistics regulated by Swedish law, there are 96 national quality registers with the purpose of monitoring and improving health care within different areas, such as diabetes and breast cancer (for a complete list see www.kvalitetsregister.se). These registers contain patient level data on e.g. baseline characteristics, medical interventions, and patient outcomes. Data are registered by health care workers as part of the clinical work and are made available through e.g. annual reports. Although the registries do not collect data for the main purpose of research de-identified micro level data can be made available for research projects after ethical vetting.

All individuals registered as part of the Swedish population are assigned a unique personal identification number. This allows different registers to be linked at an individual level. In Papers I-III of this thesis Riksstroke data was linked with data from the Swedish Cause of Death Register kept by the Swedish National Board of Health and Welfare to obtain patient death dates. In Paper I data on socioeconomic status was retrieved from the LISA database (Longitudinal integration database for health insurance and labor market studies) managed by Statistics Sweden, which integrates data from registers in the labor market, educational and social sectors. The data linkage was performed at Statistics Sweden and the Swedish National Board of Health and Welfare and de-identified data returned.

2.1 Riksstroke

Stroke is a disease that affects the brain, caused by poor blood supply due to a clot or bleed. It is the second leading cause of death globally (World Health Organization, 2014) and the main cause of disability in adults. Approximately 30,000 people in Sweden are diagnosed with stroke each year (Riksstroke, 2016).

About 85% of stroke cases in Sweden are ischemic strokes, usually caused by a blood clot forming locally in the brain’s blood vessels or by the migration to the brain of clots formed due to arteriosclerosis (narrowing) of vessels in the neck. Intracerebral hemorrhage (about 10% of stroke cases) is caused by the rupture of a blood vessel inside the brain. The remaining 5% of cases are made up of subarachnoid hemorrhages, bleeding in the space surrounding the brain.

Poor blood flow causes death of cells in the brain tissue, leading
to symptoms related to the part of the brain that has been damaged. Typical symptoms are sudden weakness, unilateral numbness or loss of control of the face, arm, or leg, and sudden difficulty speaking or understanding speech. About one fifth of patients die within 90 days of stroke (18% in 2014, Riksstroke, 2014c) and many stroke survivors experience loss of functionality such as impaired speech or inability to perform daily activities.

The incidence of stroke increases with age and more than 80% of stroke cases are individuals over the age of 65 (Riksstroke, 2016). The risk factors for stroke are largely lifestyle related, such as smoking, heavy alcohol consumption, a diet that is low in fruits and vegetables, high levels of stress and inactivity. These lifestyle factors increase the risk of other medical conditions such as hypertension, diabetes, atrial fibrillation, high blood lipid levels and sleep apnea, which in turn increase the risk of stroke. Since an estimated 1.8 million Swedes suffer from hypertension (Nyström and Engfeldt, 2014) it is the single most important risk factor for stroke at the population level. Atrial fibrillation leads to a five-fold increase of the risk of stroke, making it the most important risk factor at the individual level (Wester and Norberg, 2014).

Riksstroke was established in 1994 to improve the quality of the Swedish stroke care (Asplund et al., 2011). It registers acute cases of ischemic stroke and intracerebral hemorrhage and all hospitals in Sweden that admit acute stroke patients are covered, 72 hospitals in 2014 (Riksstroke, 2014b). Data is collected during the acute phase, i.e. upon admission to hospital, and at follow-up 3 months and 1 year after the stroke. In 2014, Riksstroke covered 90% of acute stroke cases and about 88% of those registered during the acute phase were followed up at 3 months (Riksstroke, 2014c) and 78% at 1 year after stroke (Riksstroke, 2014a).

In addition to baseline patient characteristics such as sex, age, and risk factors, Riksstroke also registers indicators of quality of care. These can be divided into process and outcome indicators. Process indicators are indicators of what is done by the health care, such as treatments in the acute stage and after, follow-up appointments and secondary preventative measures (e.g. prescription of antihypertensive medications and anticoagulants). Outcome indicators map the results of these processes, e.g. survival, loss of function, etc.
The Regional Ethical Review Board in Umeå has approved Riksstroke in general (reference number 95-168) and its use for statistical method development in particular (2012-321-31M). All patients and their next of kin are informed about the registration, the aim of the register, and that data may be used for developing and ensuring the quality of stroke treatment, for compiling statistics and for health care research purposes. They are informed of their rights to decline participation (opt-out consent). No additional consent is collected for specific research projects.

Participation in Riksstroke involves little direct risk for the patients. The biggest risk is the potential vulnerability of the data to intruders. To ensure secure data handling and to minimize the risk of security breaches all data files are kept on servers at ICT Services and System Development (ITS) at Umeå University. Identification of individual patients is removed from working files, and files merged with other registers. Data are always presented at group level without the possibility to identify individuals.

3 Benchmarking hospital performance

One of the goals of Riksstroke is an equal and high quality stroke care throughout Sweden. To facilitate this, target levels have been implemented for 13 quality indicators. There are two tiers, moderate and high target fulfillment, and levels are set based on published international data, the current distribution among hospitals and a general assessment of how Sweden as a nation is ranked internationally. Hospital fulfillment of these targets is reported in published reports and on the Riksstroke web page (www.riksstroke.se). Similar quality reporting systems are in place for other Swedish quality registers.

Several quality assessment and assurance systems have been implemented worldwide, e.g. the World Health Organization’s Performance Assessment Tool for Quality Improvement in Hospitals (PATH) (Veillard et al., 2005; World Health Organization Regional Office for Europe, 2016). In addition to using these tools as a guide for internal quality improvement results can be the basis for decisions by policy makers, allocation of resources and patients’ choices of care providers.

There are many important aspects that need to be considered to reliably assess hospital performance. Two main points are the precision
with which hospital performance is measured and the properties of the
decision rule used to classify hospitals into different performance levels.
How precisely hospital performance is measured depends on e.g. the
quality indicator used, hospital size and the patient case-mix, i.e. what
type of patients that are treated at the hospital. A hospital that treats
elderly patients or patients with more severe stroke may exhibit worse
outcomes without this being the result of poorer quality of care.

3.1 Case-mix adjustment

The goal of case-mix adjustment (risk-adjustment, adjustment for con-
founding) in the context of benchmarking hospital performance is to
account for differences in patient composition between hospitals and
facilitate fair comparisons.

Ideally one would like to compare the outcome for a given patient in
all the different hospitals where he/she could have received treatment.
The potential outcome or counterfactual framework (Neyman, 1923; Ru-
bin, 1974, 1977) has been developed to formalize such concepts. Let us
denote the potential outcome for a patient under the care level of a spe-
cific hospital $h$ as $Y(h), h = 1, \ldots, m$. The problem of course is that
each patient is treated by only one of these $m$ hospitals, so the only
potential outcome that we observe for a given patient is the one for the
hospital where the patient was actually treated. The others will be un-
observed (or “counter to fact”). The potential outcomes can however be
estimated from observed data if we can take into account all the patient
characteristics $X$ that may influence both the outcome and the choice
of hospital, commonly referred to as confounders. Specifically, the po-
tential outcomes can be estimated from observed data if we can assume
that the potential outcome for a given patient is independent of where
they were actually treated given his/her characteristics. In mathemat-
ical notation this can be stated as $Y(h) \perp \perp H|X = x$ for all hospitals
$h$, and all $x$ in $\mathcal{X}$ (the support of $X$). We also need to make a positivity
assumption, stating that there is a positive probability for each
individual, given his/her characteristics, of being treated by hospital $h$,
h = 1, \ldots, m.

Estimation is often performed through regression modeling, where
the outcome in question is related to patient characteristics and treat-
ment hospital. Different modeling approaches can be employed to target
the potential risk for a patient under the care level of a specific hospital. Suppose that we have a binary quality indicator, e.g. whether or not the patient dies within 90 days after stroke, and that we use a logistic regression model to estimate the patient specific risk. In a fixed effects model hospital effects are added by including hospital indicators, \( I(H = h) = 1 \) if the patient was treated at hospital \( h \) and 0 otherwise, \( h = 1, \ldots, m \):

\[
\mathbb{E}(Y|X = x, H) = \expit \left( x^T \beta + \sum_{h=1}^{m} \psi_h I(H = h) \right),
\]

where \( \expit(\cdot) = \frac{\exp(\cdot)}{1 + \exp(\cdot)} \), \( \beta \) is a vector of regression parameters for the patient specific covariates, and \( \psi_h \) is the hospital effect of hospital \( h \). The model parameters can be estimated using maximum likelihood (ML). Given that \( X \) is sufficient to adjust for hospital-outcome confounding, the potential outcome for a patient under the care level of hospital \( h \) can be obtained by replacing the effect of the hospital where the patient was actually treated in (1) with that of hospital \( h \):

\[
Y(h) = \mathbb{E}(Y|X = x, H = h) = \expit \left( x^T \beta + \psi_h \right).
\]

A disadvantage to the fixed effects model is that when there are many hospitals in the population of interest a large number of hospital effects need to be estimated and there may be problems with overfitting. In addition, if some of those hospitals have a small number of patients results of the estimation may be biased (Peduzzi et al., 1996).

In a normal mixed effects model, \( \psi_h \) in (1) is included as a random effect, considered as drawn from a normal distribution, e.g. \( \psi_h \sim N(\mu_\psi, \sigma_\psi) \). Then we only need to estimate two parameters to capture the hospital effects, \( \mu_\psi \) and \( \sigma_\psi \), and problems with overfitting are avoided. A potential drawback to the normal mixed effects model is a tendency for estimated hospital effects to shrink towards the overall mean hospital effect \( \mu_\psi \) (Normand et al., 1997; Austin et al., 2003; Kalbfleisch and Wolfe, 2013). This shrinkage may make it more difficult to detect outlying hospitals and may be especially pronounced for small hospitals as these have less influence on the estimation of \( \mu_\psi \) and \( \sigma_\psi \).

To address some of the issues with fixed and mixed effects models an alternative modeling approach is to use a fixed effects model with a Firth correction (Firth, 1993). This means that a penalized likelihood is used
in the ML procedure, reducing the bias of the ordinary ML estimator. Further, since this penalization is based on a distribution with heavier tails than the normal distribution, although the resulting estimates will be subject to shrinkage this problem tends to be smaller than for the mixed effects model (Varewyck et al., 2014).

As a side note, the fixed and mixed effects models described in this section are conditional (cluster-specific, subject-specific) models, i.e. the probability of the outcome is modeled as a function of the patient-specific covariates and hospital-specific parameters. This is of course appropriate here since we want to model the hospital effects explicitly in order to predict a patient’s outcome had he/she been treated under the care level of a specific hospital in the population. A different approach to modeling clustered data is to use a marginal (population-averaged) model. In Paper I, where the purpose was not hospital comparisons but we wanted to adjust for treatment hospital, a marginal approach, generalized estimating equations (GEE) (Liang and Zeger, 1986; Diggle et al., 2002, pp. 146-147) was used. GEE does not model hospital effects explicitly but rather models the average outcome among patients with common characteristics and accounts for within hospital correlation by adjusting the covariance matrix of the estimated model parameters.

### 3.2 Performance measure

To compare hospital performance on a given quality indicator we need a summary measure that captures the overall performance for each hospital. Such measures are often based on standardization, the two most common types being direct and indirect standardization (Nicholl et al., 2013). Direct standardization tries to capture the average outcome if all patients in the population had received the level of care of a specific hospital $h$ and compares this to the overall population average. Indirect standardization tries to capture the outcome if the patients of hospital $h$ had received the ”average level of care” and compares this to the observed average outcome of hospital $h$. Standardization can be based on predicted values from regression models, such as those described in the previous section (Roalfe et al., 2008; Varewyck et al., 2014).

Continuing the 90 day mortality example from the previous section, if the case-mix adjustment is complete so that the hospital effects in (1) express the causal effects of hospital on the outcome, the directly
standardized risk of hospital $h$ can be estimated by averaging the $Y(h)$ over the population:

$$
\hat{E}[Y(h)] = \frac{1}{n} \sum_{i=1}^{n} \hat{Y}(h) = \frac{1}{n} \sum_{i=1}^{n} \expit(x_i^T\hat{\beta} + \hat{\psi}_h),
$$

where $n$ is the size of the study population. The directly standardized risk of each hospital is then evaluated in relation to the overall average, $\frac{1}{n} \sum_{i=1}^{n} Y_i$, or some function thereof.

In indirect standardization the expectation calculated is the expected risk if the patients at hospital $h$ had experienced the average treatment level across all hospitals:

$$
\frac{1}{m} \sum_{h^*=1}^{m} \hat{E}[Y(h^*)|H = h] = \frac{1}{mn_h} \sum_{h^*=1}^{m} \sum_{i=1}^{n_h} \expit(x_i^T\hat{\beta} + \hat{\psi}_{h^*}),
$$

where $n_h$ is the number of patients treated at hospital $h$. This is then compared with the observed overall risk at hospital $h$, $\frac{1}{n_h} \sum_{i=1}^{n_h} Y_i$, as either a ratio (e.g. the standardized mortality ratio, DeLong et al., 1997) or a difference (excess risk, Goetghebeur et al., 2011).

In direct standardization each hospital is evaluated against the same reference population, while in indirect standardization each hospital is evaluated based on its own patient case-mix. Indirect standardization may thus be more appropriate for evaluation of specialized hospitals that tend to treat a certain type of patients, but it does not allow direct hospital comparisons when the case-mix differs substantially between hospitals (Shahian and Normand, 2008). Direct standardization does not have this lack of comparability problem, as hospitals are evaluated against a common population and may be more interesting if we want/expect all hospitals to provide good health care on the overall patient population. However, direct standardization is less appropriate when a hospital tends to treat patients with a very different case-mix compared to the reference population. Since stroke is an acute illness where patients are brought to and treated at the nearest hospital differences in case-mix between hospitals tend to be small, and the ambition is to have an equal stroke care where all hospitals provide high quality care for the entire patient group. Therefore, Riksstroke uses direct standardization as the basis for hospital comparisons, and this method is also used for the evaluations in Paper II of the thesis.
3.3 Decision rule

Finally, we need to make a decision about whether or not a given hospital performs at the appropriate level based on the performance measure. Often, hospitals are evaluated in relation to each other, e.g. through league tables where a fixed proportion at the bottom and/or top of the table are classified as outlying. A disadvantage to using relative rankings as a classification method is that the same proportion of hospitals will be flagged as outlying regardless of the general quality of care.

Another frequently used method of reporting hospital performance is through funnel plots, where hospital specific performance measures are displayed around the overall mean/proportion (see Figure 1). To mark the boundary for outlying performance confidence limits (often 95%) ordered according to a factor that affects the precision of estimation,

![Funnel plot](image)

Figure 1: A funnel plot. The solid line represents the overall proportion. Outliers are marked with triangles.

e.g. hospital size, are displayed. This means that hospitals are classified as outlying if they fall outside the upper or lower confidence limits. For a detailed discussion of the advantages and disadvantages of funnel plots see e.g. Spiegelhalter (2005); van Dishoeck et al. (2011).
Table 1: Error matrix for classifying hospitals into the levels outlying or acceptable. The calculations of sensitivity, specificity, and positive and negative predictive values are displayed in the margins.

<table>
<thead>
<tr>
<th>Result of benchmarking:</th>
<th>True performance level:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Outl.</td>
<td>Acc.</td>
</tr>
<tr>
<td></td>
<td>A. Correct classification as outlier</td>
<td>B. False classification as outlier</td>
</tr>
<tr>
<td></td>
<td>C. False classification as acceptable</td>
<td>D. Correct classification as acceptable</td>
</tr>
<tr>
<td>Sens. = #A./#A.+#C.</td>
<td>Spec. = #D./#B.+#D.</td>
<td></td>
</tr>
</tbody>
</table>

PPV = #A./#A.+#B.  
NPV = #D./#C.+#D.

The successfulness of a given benchmarking method can be summarized by the frequency with which hospitals are correctly classified. Suppose that we have two performance levels: outlying and acceptable. Sensitivity corresponds to the probability of a hospital being classified as outlying given that it truly exhibits outlying performance, while specificity is the corresponding probability for an acceptable classification. A high sensitivity thus corresponds to a low type II error rate and a high specificity to a low type I error rate. The positive and negative predictive values (PPV and NPV) measure the probability that the classification given to a hospital reflects its true performance level. Table 1 shows how these measurements are calculated based on the frequency of correct and incorrect classifications, where B. corresponds to a type I error and C. to a type II error.

The relative importance of the properties of a benchmarking method depends on the purpose of the benchmarking. Often a high level of statistical evidence is required before flagging a hospital as outlying, e.g. that a hospital falls outside the 95% confidence bounds in a funnel plot. Requiring a high level of statistical evidence means that fewer hospitals are erroneously flagged, i.e. high specificity, but that the power to detect outliers is lower, i.e. low specificity. If results are to be made publicly available this may be desirable to avoid undue damage to a hospital’s reputation, but in many situations a more even balance between sensitivity and specificity may be desired.

Aside from the issue of which statistical evidence level to use, an important consideration is practical vs. statistical significance, since
the results of the benchmarking are often used to guide decisions, such as allocation of resources. The benchmark that hospitals are evaluated against should be set at such a level that hospitals that are flagged as outlying actually deviate to a clinically relevant degree from the norm.

4 Mediation analysis

The purpose of mediation analysis is to investigate the causal mechanisms behind the effect of an exposure on an outcome by decomposing it into an indirect effect and a direct effect. An indirect effect is the effect of the exposure (e.g. living alone) on the outcome (e.g. death or disability at 3 months after stroke) that goes through some intermediate variable (e.g. stroke severity), called a mediator. A direct effect is the effect of the exposure on the outcome that does not go through the mediator. This can be illustrated through a directed acyclic graph (Lauritzen, 1996) such as the one in Figure 2, where $Z$ is an exposure, $Y$ an outcome, and $M$ a mediator of the exposure-outcome relationship. The arrow from $Z$ to $Y$ corresponds to the direct effect, while the path from $Z$ to $Y$ that passes through $M$ corresponds to the indirect effect.

\[
\begin{align*}
Z & \rightarrow M \rightarrow Y
\end{align*}
\]

Figure 2: A directed acyclic graph showing the relationships between exposure $Z$, mediator $M$, and outcome $Y$.

To formally define direct and indirect effects we once again turn to the potential outcomes framework and use counterfactuals formulated by Robins and Greenland (1992) and Pearl (2001) for mediation analysis. Let us denote the potential value of the mediator for an individual under exposure level $z$ as $M(z)$. Since the outcome depends on the exposure both directly and through its effect on the mediator we have the potential outcome $Y(z, m)$, the potential outcome if the exposure $Z$ were set to the value $z$ and the mediator $M$ were set to the value $m$. We make a consistency assumption that for an individual with observed exposure $Z = z$ the observed mediator is given by $M = M(z)$, and the observed outcome is given by $Y = Y(z, M(z))$. 
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Direct and indirect effects can be defined in different ways (see e.g. Robins and Greenland, 1992; VanderWeele, 2015), the most common of which will be presented here, on the mean difference scale. The definitions presented are based on a binary exposure, taking value 1 if an individual is exposed and 0 if unexposed, but can be generalized to contrasting, e.g., any two levels of a continuous exposure.

The controlled direct effect is defined as

$$CDE(m) = \mathbb{E}[Y(1,m) - Y(0,m)],$$

which expresses the effect of an intervention that sets the mediator at some fixed level for the whole population, i.e., the effect of \( Z \) on \( Y \) when fixing the value of the mediator at some value \( m \) for all individuals in the population. For example, let \( Z = 1 \) if an individual lives alone and 0 if that individual cohabits, \( Y \) be death or disability at 3 months after stroke, and \( M = 1 \) if an individual has a severe stroke (e.g., has a lowered level of consciousness at arrival to hospital) and 0 otherwise (the individual is fully conscious at arrival). \( CDE(0) \) would then be the effect of living alone on death or disability if all individuals in the population were fully conscious at arrival to hospital.

The natural direct effect, NDE, is defined as

$$NDE = \mathbb{E}[Y(1, M(0)) - Y(0, M(0))],$$

i.e., the mean difference in the outcome under exposure and the outcome in the absence of exposure when the mediator is allowed to vary as it would naturally if all individuals in the population were unexposed. Continuing the previous example, the NDE corresponds to the effect of living alone on death or disability if the stroke severity for each individual in the population were fixed to the value it would have taken if that individual was cohabitant.

The natural indirect effect, NIE, is defined as

$$NIE = \mathbb{E}[Y(1, M(1)) - Y(1, M(0))],$$

i.e., the mean difference in the outcome when the mediator is allowed to vary as it would naturally if all individuals were exposed and the outcome when the mediator is allowed to vary as it would naturally if all individuals were unexposed, disabling the direct effect of the exposure on the outcome by keeping the exposure fixed at \( Z = 1 \) for all individuals.
in the population. In our example the NIE corresponds to the effect on death or disability of changing stroke severity from its level if all individuals were cohabitant to its level if all individuals lived alone, disabling the direct effect of cohabitation status on survival by fixing it at cohabitant for all individuals in the population.

The controlled direct effect is of interest for policy evaluation while the natural direct and indirect effects are of interest when describing and evaluating the causal mechanisms at work (Pearl, 2001). The focus of Papers III and V in the thesis is on the natural direct and indirect effects, and these will be the focus of the remainder of this chapter. The theory for controlled direct effects is similar but less complicated than that for the natural direct and indirect effects as weaker assumptions are required for identification.

In order to estimate these effects from observed data we need to make assumptions about unmeasured confounding. There are different versions of these assumptions in the literature, for a review see e.g. Ten Have and Joffe (2012). Here we present the sequential ignorability assumption formulated by Imai et al. (Imai, Keele and Yamamoto, 2010; Imai, Keele and Tingley, 2010). This assumption states that conditional on a set of observed pre-exposure covariates $X$ there is no unobserved confounding of the exposure-mediator and exposure-outcome relationship, \( \{Y(z', m), M(z)\} \perp \perp Z | X = x \). This corresponds to the absence of $U_1$ and $U_3$ in Figure 3. It also states that given $X$ and the observed exposure $Z$ there is no confounding of the mediator-outcome relationship, \( Y(z', m) \perp \perp M(z) | Z = z, X = x \), i.e. the absence of $U_2$ in Figure 3. Sequential ignorability also includes a positivity assumption that states that all individuals must have a positive probability of being exposed or unexposed given the observed covariates and that there must be a positive probability of all potential mediator values given the observed exposure and covariates.

If these assumptions are fulfilled the potential outcomes in (3)-(4) can be rewritten using conditional expectations and probabilities (densities) and the natural direct and indirect effects conditional on the covariates
Figure 3: A directed acyclic graph with an exposure $Z$, a mediator $M$, an outcome $Y$, the set of observed confounders $X$, and the unobserved confounders $U_1$, $U_2$, and $U_3$.

are identified by

$$\text{NDE}(x) = \sum_m \left\{ E(Y|Z=1, M=m, X=x) - E(Y|Z=0, M=m, X=x) \right\} \times P(M=m|Z=0, X=x),$$  \hspace{1cm} (5)$$

$$\text{NIE}(x) = \sum_m E(Y|Z=1, M=m, X=x) \times \{ P(M=m|Z=1, X=x) - P(M=m|Z=0, X=x) \}. \hspace{1cm} (6)$$

The marginal NDE and NIE are obtained by averaging these over $x$. The version of this result given by Imai et al. (Imai, Keele and Yamamoto, 2010; Imai, Keele and Tingley, 2010) is called “non-parametric identification” since the quantities involved can be estimated nonparametrically based on sample averages and empirical distributions within strata defined by exposure, mediator, and covariates. However, in practice this quickly becomes cumbersome when the mediator is continuous or there is a large number of confounders to adjust for, the so-called “curse of dimensionality”.

Traditional approaches for estimating mediation effects, e.g. the “product method” popularized by Baron and Kenny (1986), have relied on specifying parametric linear regression models for the outcome conditional on the mediator and observed covariates and the mediator conditional on the observed covariates. With the introduction of counterfactuals a more general parametric approach has been developed, allowing for non-linearities such as exposure-mediator interactions and binary outcomes and mediators (VanderWeele and Vansteelandt, 2009,
2010; Valeri and VanderWeele, 2013).

Since these methods rely on correct model specification semiparametric estimators have been suggested, e.g. multiply robust methods (van der Laan and Petersen, 2008; Tchetgen Tchetgen and Shpitser, 2012; Zheng and van der Laan, 2012). Ten Have and Joffe (2012) provide a review of different estimation methods that can be employed to estimate direct and indirect effects. The R (R Core Team, 2015) package mediation (Tingley et al., 2014, 2015) implements simulation algorithms introduced by Imai, Keele and Tingley (2010) that allows estimation of the natural direct and indirect effects based on parametric and/or semi-parametric models. It also offers non-parametric estimation for discrete mediators based on different research designs.

4.1 Sensitivity analysis

Sequential ignorability cannot be verified from observed data and thus a mediation analysis should be accompanied by a sensitivity analysis that investigates how sensitive the results are to violations of this assumption. The focus in the literature has been on sensitivity to unobserved mediator-outcome confounding ($U_2$ in Figure 3). The motivation for this has been that confounding involving the exposure could be eliminated through randomization or by adjusting for a rich enough set of pre-exposure covariates. Confounding between the mediator and outcome is more difficult to account for, since randomization of both the exposure and mediator is difficult in practice and, without additional assumptions (Robins and Greenland, 1992; Avin et al., 2005; Petersen et al., 2006; De Stavola et al., 2015), identification builds on adjustment for pre-exposure covariates, i.e. covariates that either temporally precede the exposure or can be otherwise guaranteed to be unaffected by this. It is easier to argue that adjustment for pre-exposure covariates is sufficient for handling confounding involving the exposure than to argue that this adjustment is sufficient to render the mediator-outcome relation unconfounded, since we cannot rule out the possibility that there are variables that confound the mediator-outcome relation that we have not observed prior to exposure. It is important to note, however, that in an observational study confounding of any kind is difficult to rule out.

A sensitivity analysis is often performed by specifying a bias factor. The idea is that if there is unobserved mediator-outcome confounding
only adjusting for $\mathbf{X}$ will lead to biased estimators. If we can find expressions for this bias and use them to correct the estimates, we get an idea of how the direct and indirect effects would be affected by unobserved confounding. The bias factor is based on specification of some sensitivity parameters, certain quantities pertaining to the relationship between the unobserved confounder and the mediator and outcome (VanderWeele, 2010; Hafeman, 2011; le Cessie, 2016).

Imai, Keele and Yamamoto (2010) suggested a sensitivity analysis method using the correlation between the error terms in the parametric mediator and outcome models induced by unobserved mediator-outcome confounding as the sensitivity parameter. Rather than specifying a bias factor this correlation is incorporated into the expressions for the direct and indirect effects. The mediation package implements this approach for continuous mediators and outcomes and for situations where either the mediator or the outcome is binary. Figure 4 is a plot from the mediation package showing the NIE under unobserved mediator-outcome confounding with correlations ranging from -0.9 to 0.9.

![Figure 4: A sensitivity plot from the R package mediation for the NIE with the correlation $\rho$ ranging from -0.9 to 0.9. The shaded area represents 95% CIs. The dashed line marks the effect under the assumption of no unobserved confounding.](image-url)
Aside from showing the results from a sensitivity analysis over a range of sensitivity parameters it is often of interest to note the value(s) of the sensitivity parameter(s) that are required to eliminate the effect altogether. Alternatively, the sensitivity parameter(s) for which to give results may be determined by calculating the effect of not adjusting for the most important observed confounder to see the effect on the results of omitting an equally important confounder.

An alternative to sensitivity analysis is to derive bounds for the effects. These bounds do not use sensitivity parameters but rather find the minimum and maximum effects under some assumptions, e.g. monotonicity of the relationships between exposure, mediator and outcome (Cai et al., 2008; Sjölander, 2009; VanderWeele, 2011). A disadvantage is that these bounds are often quite wide, rendering them uninformative.

5 Truncation and censoring

Suppose that we have the following linear regression model

\[ Y_i = x_i^T \beta + \varepsilon_i, \quad i = 1, \ldots, n, \]  

where \( \varepsilon_i \) are independent and identically distributed (i.i.d.) random variables with mean 0 and standard deviation \( \sigma_{\varepsilon} \). The standard methods for estimating the unknown regression parameters \( \beta \) in (7) are ordinary least squares (OLS) and ML.

Now suppose that the outcome is unavailable if it is below (or above) a certain value. An outcome is truncated if it is not recorded at all below (or above) a certain value, \( t_i \). An outcome is censored if it is not directly observed but recorded as e.g. being “smaller than” or “larger than” \( t_i \). Take as an example the time from stroke onset to a patient’s arrival to the hospital. For patients who wake up exhibiting stroke symptoms the last known symptom free time (i.e. when the patient went to sleep) is recorded in Riksstroke since the exact time of stroke onset is unknown. This is then used to calculate the time to arrival. This is an example of censoring: we know that the time from onset to arrival is less than the recorded value. A similar example of truncation would be a situation where, if a patient has exhibited stroke symptoms for a longer period of time, say ten hours, they do not make it to the hospital alive or at all and are thus never registered in Riksstroke. That is, times from stroke onset to hospital arrival over ten hours would be completely unobserved.
Data may be truncated/censored from the left, i.e. missing/incomplete below \( t_i \), from the right, i.e. missing/incomplete above \( t_i \), or a combination of the two. In the Riksstroke examples above time from onset to arrival was left censored and right truncated, respectively. Note that right truncated/censored data is easily transformed to left truncated/censored data by multiplying the outcome variable by \(-1\), and vice versa.

The OLS estimator will be biased in the presence of truncation and/or censoring since the mean of \( \varepsilon_i \) will no longer be 0. For example, when the outcome is left truncated only \( Y_i > t_i \) is observed, i.e. we only observe \( \varepsilon_i > t_i - x_i^T \beta \).

The standard ML estimator needs to be adjusted to take into account the truncation/censoring. The likelihood given the observed data under left truncation is given by

\[
L(\beta, \alpha|y, x) = \prod_{i=1}^{n} \frac{f(y_i - x_i^T \beta|\alpha)}{1 - F(t_i - x_i^T \beta|\alpha)}, \tag{8}
\]

where \( \alpha \) is the vector of parameters from the distribution of the error term, \( f(\cdot) \) is the pdf and \( F(\cdot) \) the cdf of the error term. That is, the likelihood is made up of the density of the error term weighted by the probability of not being truncated, i.e. that \( \varepsilon_i > t_i - x_i^T \beta \). When the outcome is left censored \( \max(Y_i, t_i) \) is observed and the likelihood given the observed data is given by

\[
L(\beta, \alpha|y, x) = \prod_{i=1}^{n} f(y_i - x_i^T \beta|\alpha) I(y_i > t_i) F(t_i - x_i^T \beta|\alpha) (1 - I(y_i > t_i)), \tag{9}
\]

where \( I(y_i > t_i) \) is an indicator that takes the value 1 if an observation is uncensored and 0 if it is censored. Maximizing (8)-(9) relies on the specification of the density of the error term. In the classic tobit model for censored outcomes (Tobin, 1958) and its equivalent for truncated outcomes (Hausman and Wise, 1977) a normality assumption is used.

The ML estimators are, however, sensitive to misspecification of the error term density (Vijverberg, 1987; Davidson and MacKinnon, 1993, p. 536) and semi-parametric estimators which require fewer assumptions on the error term have been developed. Among these are the symmetrically censored least squares (SCLS) estimator (Powell, 1986) for censoring and the symmetrically trimmed least squares (STLS) (Powell,
1986) and quadratic mode estimator (QME) (Lee, 1993; Laitila, 2001) for truncation. These only require the assumption that the error term is symmetric, although the QME has been shown to have good asymptotic properties for the slope parameters also under asymmetrically distributed error terms (Laitila, 2001). A drawback to imposing fewer assumptions on the error term is a difficulty in deriving finite sample properties of the semi-parametric estimators, meaning that inference is based on large sample theory. In addition, estimation of the asymptotic covariance matrix is often complicated so more computationally intensive bootstrap techniques may be necessary for estimation (Lee, 1993; Karlsson, 2004).

Paper IV of the thesis introduces a software implementation of three semi-parametric estimators of truncated linear regression models, while Paper V presents estimation and sensitivity analysis based on ML estimation for direct and indirect effects when the outcome is truncated or censored.

6 Summary of papers

6.1 Paper I

There is evidence that low socioeconomic status (low education and income level) is associated with increased stroke mortality (Cox et al., 2006; Addo et al., 2012) but the findings on the association between socioeconomic status and survival after stroke have been less consistent. In Paper I, *Socioeconomic disparities in stroke case fatality: Observations from Riks-Stroke, the Swedish stroke register*, we explore the association between four socioeconomic variables (education, income, country of birth and cohabitation) and survival after stroke. To investigate changes in survival (in)equality three time periods were investigated; the acute phase (0-7 days after stroke), the sub-acute phase (8-28 days), and the late phase (29 days to 1 year).

Analyses were based on Riksstroke data on 62 497 18-74 year old patients with onset of first stroke during the years 2001-2009. A logistic regression estimated using GEE was used to analyze survival (case fatality) by socioeconomic status adjusting for patient characteristics and taking into account within hospital correlation.

We found that socioeconomic status had a limited effect on acute
phase survival, indicating that there are only minor disparities in the acute stroke treatment. Differences related to income and cohabitation were however present already in the sub-acute phase, showing higher case fatality for low income patients compared to high income patients and for patients living alone compared to cohabiting. These gaps then expanded in the late phase. The association between education and case fatality was not present until 29 days-1 year after stroke, where patients with only primary school education had lower survival compared to patients with university education.

The study showed that even in a country such as Sweden with limited income inequity there may still exist large socioeconomic differences in long-term survival. This indicates that people who are socially underprivileged should constitute a target group for intensified stroke care and support during and after hospital stay.

6.2 Paper II

In this paper, entitled *The importance of integrating clinical relevance and statistical significance in the assessment of quality of care - illustrated using the Swedish stroke register*, we aim to support the complicated decision process involved in benchmarking hospital performance by illustrating the properties of a benchmarking method that integrates considerations of both clinical relevance and level of statistical significance.

The performance measure used was case-mix adjusted (directly standardized) risk of death or dependency in activities of daily living within 3 months after stroke. The decision rule used labeled a hospital as having outlying (poor) performance if its case-mix adjusted risk exceeded a benchmark value with a specified statistical confidence level. The benchmark was expressed relative to the population risk and should reflect a clinically relevant deviation. A simulation study based on Riksstroke patient data from 2008-2009 was performed, where hospitals were classified using the decision rule with varying degrees of statistical evidence and different benchmark values to investigate the effect on the sensitivity, specificity and positive and negative predictive values of the method.

The results of the simulation study showed that the widely used setting, comparing 95% confidence intervals to the national average, resulted in low sensitivity and high specificity whereas using a lower
statistical confidence level improved sensitivity with a relatively smaller loss of specificity. A lower confidence level also led to a more even balance between the positive and negative predictive values, whereas the standard approach led to a high PPV but a lower NPV. Variations due to different benchmark values were smaller, especially for sensitivity. This indicated that, for the given application, the choice of a clinically relevant benchmark could be driven by clinical factors without major concerns about sufficiently reliable evidence.

An Excel based tool (available at www.riksstroke.org/software/) allowing the user to insert relevant hospital risks and select a benchmark to obtain the theoretical sensitivities and specificities that result from different values of statistical confidence was also developed.

6.3 Paper III

In this paper, Sensitivity analysis for unobserved confounding of direct and indirect effects using uncertainty intervals, we propose a sensitivity analysis method for natural direct and indirect effects when the exposure, mediator and outcome are all binary. Our proposed method is able to assess sensitivity to not only mediator-outcome confounding but also confounding involving the exposure.

The method uses probit models to model the mediator, outcome, and exposure assignment mechanism and the sensitivity parameters consist of the correlations between the error terms of the mediator, outcome and exposure assignment models. These correlations are incorporated into the estimation of the model parameters which are then used to estimate the natural direct and indirect effects.

We take the sampling variability into account through the construction of uncertainty intervals, the union of all confidence intervals of the natural direct and indirect effects over a range of plausible correlation values.

To illustrate the method we applied it to a mediation study based on Riksstroke data, investigating the effect of living alone on the probability of death or being dependent in activities of daily living (ADL) 3 months after stroke, with stroke severity (level of consciousness) upon arrival to hospital as mediator. The results showed a larger sensitivity of the natural direct effect to unobserved exposure-mediator confounding than to unobserved mediator-outcome or exposure-outcome confounding. The
natural direct effect was quite sensitive to unobserved exposure-outcome confounding, but less sensitive to unobserved exposure-mediator and mediator-outcome confounding.

6.4 Paper IV

The majority of software available for the estimation and analysis of truncated regression models is based on maximum likelihood, assuming normally distributed error terms. This paper, entitled *truncSP: an R package for estimation of semi-parametric truncated linear regression models* presents an implementation of three estimators of semi-parametric truncated linear regression models in the R package *truncSP* (Lindmark and Karlsson, 2014). The estimators implemented are the previously mentioned STLS and QME estimators, as well as the left truncated (LT) estimator developed by Karlsson (2006) as a generalization of the QME not derived based on a symmetry assumption on the error term. The package also provides functions for the analysis of the estimated models, including bootstrap estimation of standard errors and confidence intervals. An empirical example based on air pollution data is used to illustrate the functions in the package.

6.5 Paper V

This paper, *Uncertainty intervals for unobserved confounding of direct and indirect effects with extensions to censoring and truncation*, builds on Paper III, extending the proposed sensitivity analysis method to include cases with continuous mediators and outcomes. We also investigate the case when the estimation is complicated by truncation or censoring of the continuous outcome variable, suggesting estimation methods and a sensitivity analysis for unobserved confounding based on maximum likelihood.

7 Final remarks and further research

This thesis contributes to areas within register based research, with a focus on health care. Specifically, contributions are made to the areas of hospital performance benchmarking, mediation analysis and regression when the outcome variable is limited. Through the development
of publicly available software, i.e. an Excel tool that helps guide decisions for benchmarking hospital performance and an R package that implements semi-parametric estimators for truncated linear regression models, more sophisticated statistical methods have been made available to researchers in practice.

In Paper I we found evidence that there are socioeconomic disparities in survival after stroke. It would be of interest to further investigate these disparities through a mediation study, using e.g. secondary preventative measures or life style factors as intermediates.

The sensitivity analysis method for direct and indirect effects proposed in Papers III and V is based on parametric regression models. It would therefore be relevant to investigate how sensitive the results are to violations of the distributional assumptions imposed. Future research should also include a generalization of the method to semi-parametric mediation analysis.

Paper V touched upon mediation analysis in the presence of censoring and truncation, using a maximum likelihood based approach for estimation and sensitivity analysis. Given the known limitations of ML estimation for censored/truncated regression models alternative estimation methods, such as semi-parametric estimators, should be investigated.
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