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Abstract

To meet the high-performance and reliability demands of 5G, the Radio Access Network (RAN) is moving to a cloud-native architecture. The new microservice architecture promises increased operational efficiency and a shorter time-to-market, but it also comes with a price. The new distributed and virtualized architecture is far more complex than ever before, and with the increasing number of features it brings, troubleshooting becomes more difficult. So far, RAN troubleshooters have relied on their expertise to analyze systems manually, but the ever-growing data and increased complexity make it challenging to grasp system behavior.

This thesis contributes threefold, where the proposed machine learning and statistical methods help RAN troubleshooters find deviations in system logs, identify the root cause of these deviations, and improve the system’s observability. These methods learn the application’s behavior from the system logs events and can identify behavior deviations from many different aspects. The thesis also demonstrates how observability can be improved by using a new software instrumentation guideline. The guideline enables the tracking of systemized procedures and enhances system understanding. The purpose of the guideline is to make RAN developers aware that machine learning can utilize debug information and help their troubleshooting process. To familiarize the reader with the research area, the challenges, and methods that can be used to detect anomalies, perform root cause analysis and observe RAN system behavior. The proposed research methods are integrated and tested in an advanced 5G test bed to evaluate the methods’ accuracy, speed, system impact, and implementation cost.

The results demonstrate the advantage of using machine learning and statistical methods when troubleshooting the behavior of RAN. Machine learning methods, similar to those presented in this thesis, may help those who troubleshoot RAN and accelerate the development of 5G. The thesis ends with presenting potential research areas where this research could be further developed and applied, both in RAN and other systems.
Sammanfattning


Resultatet visar på de stora fördelarna med att använda maskininlärning och statistiska metoder vid felsöking av beteendet hos RAN. Maskininlärningsmetoder, liknande de som presenteras i denna avhandling, kan komma att hjälpa dem som felsöker RAN och påskynda utvecklingen av 5G. Avhandlingen avslutas med en presentation av potentiella forskningsområden där forskningen i denna avhandling skulle kunna vidareutvecklas och tillämpas, både i RAN men även i andra system.
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Chapter 1

Introduction

During the past decade, the ever-growing mobile network has made us dependent on constantly being connected to the Internet and each other. Today, there are more wireless devices than people on earth, and a majority of the equipment is dependent on the Radio Access Network (RAN). To meet the never-ending need for faster and more reliable communication, RAN is now facing a major transformation. This chapter provides a brief overview of 5G RAN, discusses the challenges in troubleshooting RAN, and explains how the research can help detect problems in RAN.

1.1 Research Motivation

The base stations that serve as the main communication points in RAN have become very complex with the development of 3G/4G/5G and contain several million lines of code. Despite the rapid growth of RAN, where parts are distributed and virtualized, troubleshooters still manually analyze application logs to identify faults. As thousands of microservices work together to fulfill the many requirements, it is essential to strengthen the troubleshooting process in three domains:

Anomaly detection. The process of detecting deviation from normal behavior. The increasing number of features changes the behavior in daily deliveries, and it is difficult for troubleshooters to keep up with all updates. The complex microservice interactions and the ever-growing data make distinguishing between normal and abnormal behavior difficult. Static tests can catch the most obvious faults, but the behavior fluctuations in time, performance, and interactions are almost impossible to identify manually in large systems such as RAN.

Root cause analysis. The intricate process of finding the root cause of a problem. The root cause analysis is similar to detective work: the anomalies and behavior of RAN are the clues needed to find a solution. However,
not all of us can be Sherlock Holmes\(^1\), not all troubleshooters can remember every single event and understand the complex interaction between microservices. Instead, several troubleshooters work together to narrow the problem area, and the success in finding the root cause relies solely on the expertise of the troubleshooters involved [Li+22a].

**Observability.** The ability to understand the system's behavior from the retrieved data. The key to detecting anomalies and their root cause is to provide good observability of the system. Unfortunately, storing everything that occurs in RAN is impossible, and developers must choose how and what to store. The debug information provided by individual developers is a diverse mix of information that can aggravate the understanding of RAN. The new 5G RAN microservice architecture increases complexity, and similar to other industries, there is a lack of useful tools to aid end users in understanding the system's behavior [Zho+21; Nie+19].

RAN vendors often point to Artificial intelligence (AI) as a solution that will enhance 5G RAN in areas such as energy saving, load balancing, and mobility optimization [Jit+21; 3gp22; Co19]. Less is mentioned about the challenges that RAN troubleshooters face when complexity increases. As time-to-market is crucial for RAN vendors, troubleshooters also need new tools to identify faults more quickly and accurately.

### 1.2 Radio Access Network

To fully understand the complex development pipeline that developers and troubleshooters of RAN deal with, this chapter provides a high-level presentation of the mobile communication network.

Traditionally, a mobile telecommunications network consists of four major domains:

- The **device**, often called User Equipment (UE), can be a smartphone, laptop, car, industry robot, etc.
- The **Radio Access Network (RAN)**, uses radio frequencies to provide wireless connectivity among the UEs.
- The **core network (CN)** is the infrastructure that provides connectivity to the Internet and an any-to-any connection to all UEs connected to the network.
- The **transport network (TN)**, provides connectivity between the RAN and the CN.

Generally speaking, RAN uses a radio unit to generate and receive signals to all wireless devices. The radio unit is often close to the antenna to support low

\(^1\)https://en.wikipedia.org/wiki/Sherlock_Holmes
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Figure 1.1: A mobile telecommunication network.

Figure 1.2: Example of communication between the antenna, user equipment (UE), distributed units (DU), and centralized units (CU).

latency, and a baseband unit converts the signals to and from the core network. A physical support system also contains an electrical power system, a backup battery, transmission equipment, and a cooling system. In 5G mobile networks, the radio unit is integrated into the antenna and is called the active antenna unit (AAU). To support low latency and high throughput, the baseband is split into distributed units (DU) that are close to the antenna and centralized units (CU) that are further away from the antenna (see Fig 1.2). Each physical unit contains complex software, and thousands of microservices work together to meet the many requirements.

RAN developers work in teams, each responsible for a small part of the functionality. The teams ensure their functionality works as expected in several test steps, where small parts are tested separately and are successively built together. A continuous integration loop handles the building, integration, and testing, which ensures the functionality passes all predefined tests (see Fig 1.3). Many parts of the software interact to fulfill the services in RAN, and several troubleshooters may be needed to identify the root cause(s) of problems.

Ideally, each software update should be tested by each step several times to make sure that the update is stable. Unfortunately, each step can take
Software is tested in steps where an increasing number of microservices are tested together. Several updates are made daily to shorten the time-to-market and to facilitate software bug correction. The drawback is that it can be challenging to determine which update caused a test to fail. Further complicating matters, some faults occur occasionally, and tests may give a passing result in the first software update but a failing result in a subsequent, non-relevant update. Furthermore, foreseeing and testing all possible configurations and scenarios in live networks is impossible. This means that problems will also appear in live networks, and many troubleshooters need to be involved in identifying the underlying problem. The events in the logs reflect the functional behavior of each microservice and can, for example, be events for sending or receiving signals, state updates, parameter print out, alarms, error messages, etc. Skilled troubleshooters memorize the essential events in the logs and recognize the many scenarios that can arise. Unfortunately, extra functionality is added for each software release, making it even harder to distinguish between normal and abnormal behavior.
1.3 Research Objectives

This thesis aims to develop new machine learning (ML) and statistical methods to help troubleshoot RAN in the domains mentioned in Section 1.1: anomaly detection, root cause analysis, and observability.

The fault identification process has always relied on the expertise of the troubleshooters that analyze the behavior of RAN through metrics and system logs. As RAN has grown over many years of development, troubleshooting has become much more difficult, and the high-level research objectives are, therefore:

**RO1**: To develop, implement, and evaluate machine learning methods for the detection of anomalies in system logs.

**RO2**: To develop, implement, and evaluate machine learning methods to identify root causes of such anomalies from data in system logs.

**RO3**: To develop software instrumentation guidelines that suit the ML needs and help improve the observability of RAN.

1.4 Methodology

The methodology in this thesis follows a classical design research model (DSR); see Fig 1.4. The problems troubleshooters encounter in RAN are first identified together with a definition of the addressed research problem. In this step, a review of the relevant literature is also conducted to gain a better understanding of the problem and existing solutions. In the second step, the objectives of the solution are defined in a purely quantitative step (e.g., the solution is compared to existing solutions). The third design and development process involves the creation of novel methods or new techniques to address the research objectives. Throughout this research, an advanced 5G testbed is utilized to demonstrate and evaluate the performance of the proposed contribution and compare it to existing state-of-the-art solutions. Each paper contains detailed information on the testbed and the research contribution.
1.5 Research Contributions

This research contributes to new machine learning and statistical methods that detect anomalies and their root causes from RAN system logs. It also outlines a path to increase observability in RAN and improve ML methods by enhancing software instrumentation. An illustration of how the five papers in this thesis contribute to the ROs is provided in Fig 1.5.

Paper I addresses RO1 by introducing a novel ensemble of Long Short-Term Memory Models (LSTM) that learns the sequence order of events in the system log. The method can predict the behavior and identify when the sequences of events are abnormal. Paper II continues to address RO1 and RO2, by combining three methods to detect small latency deviations between events in system logs. This results in a supervised learner that can provide a detailed analysis of where latency anomalies occur in large complex systems. Paper III utilizes the kernel and user space events in system logs to address RO2. By learning the pattern between the system log events added by designers and the function call chains, a top candidate list of possible areas that contain SW bugs can be provided. To further address RO1, Paper IV presents a new software instrumentation guideline that enables new ML methods to detect anomalies with very high accuracy in an advanced 5G testbed. RO2 and RO3 are also addressed by demonstrating how developers can better understand...
the system and more quickly identify anomalies when using these guidelines. Finally, RO1 and RO2 are addressed in Paper V, by combining the latency detection technique from Paper II with the procedural learning proposed in Paper IV. This allows us to identify abnormal latency delays and bottlenecks as load increases in a complex system. The thesis further demonstrates how failures can be prevented by dynamically scaling the system at the identified bottlenecks.

1.6 Thesis Organization

The rest of the thesis is organized as follows. Chapter 2 and Chapter 3 summarize the anomaly detection and root cause analysis area that are of interest for RAN. Chapter 4 explains the importance of understanding the system’s behavior and how it can be improved in RAN. Finally, Chapter 5 summarizes the contributions of each research paper, and Chapter 6 outlines potential pathways for future research based on the results of this thesis.
Chapter 2

Anomalies in RAN

An anomaly is something that deviates from what is standard, normal, or expected. In this thesis, the functional behavior of RAN is the expected behavior as tested by developers. This chapter explains the challenges in troubleshooting RAN and what data and approaches are suitable for detecting RAN anomalies.

2.1 Troubleshooting Challenges

RAN developers face a number of challenges when troubleshooting the systems. Below are some of the challenges addressed throughout this thesis:

**Difficulty catching anomalies using strict threshold values.** All implemented functionality in RAN meets some kind of requirement. From a systematization point of view, there could be time constraints, support of protocols, new hardware support, etc. From a developer’s perspective, there could be the support of a new signal, an update of attributes in the software, etc. The requirements are then the expected behavior; when requirements are not fulfilled, they can be treated as an anomaly. However, identifying anomalies is not as black and white as fulfilling the requirements. Even if a requirement states that a phone call should be able to be established within 1 second, there could be an abnormal behavior if the process takes 0.99 seconds. What if all other phone calls are setup within 0.1 seconds? The behavior could then be classified as abnormal and it may be interesting to know why there was a long delay.

**Complex dependencies.** Most of the RAN functionality depends on other functionality, and one anomaly may cause problems in many areas. A lack of understanding of the system may also cause new problems when software faults are resolved, or new functionality is added. Each software update may also affect the resource utilization or the interaction between the microservices, which may lead to performance issues in the long run.
Too many configurations. A large problem in RAN is that many kinds of hardware equipment need to be supported, and each piece of equipment requires a special configuration to work as intended. As there are hundreds of parameters to configure, testing all combinations of parameters and different hardware sets is impossible. In the end, there is only time to test a few requirements, and several software updates are tested simultaneously.

Occasional faults. Some faults occur only occasionally and can be challenging to repeat. Together with the many configurations that are not tested, this causes a large slip-through of anomalies in the live RAN network. The later a fault is found, the more costly it is for RAN vendors, who often receive negative feedback from customers and need to spend a lot of time on troubleshooting, software correction, and testing. Therefore, a vendor’s success is partly based on how fast and early anomalies can be detected in the development cycle [Dam07].

A large amount of data. Every second, hundred of events occur in the system logs, and understanding the difference between normal and abnormal behavior can be very challenging. Small variations in normal behavior may also occur, which can cause confusion among troubleshooters. The data analyzed often represents the behavior when a fault occurs, and it is up to the troubleshooter to determine the normal behavior.

2.2 Data Monitored in RAN

Anomalies can be present at many different levels in RAN. A person who makes a phone call or watches a video may experience disturbances. The operator can, in such cases, receive metrics indicating a high amount of dropped calls or poor utilization from the faulty node. From a troubleshooting perspective, alarms or erroneous events can be written in the application’s system log. As the research in this thesis aims to help the RAN troubleshooter, the possible input data to analyze is first explored:

• **Key Performance Indicators (KPI):** These metrics describe the radio network performance during a certain time window, typically 15 minutes. Abnormal KPI values could, for example, be an indicator that calls are dropped, poor subscriber quality, or other performance-related issues. RAN operators and vendors monitor KPI values to analyze the performance of the RAN.

• **System-specific parameters:** Most functionality in RAN causes the state of an object to switch between states or utilize a particular resource. When requested, these parameters can be dumped into a log file and examined by the troubleshooters.
• **Alarms:** Alerts that a certain part of the system is not working as intended. In many cases, alarms can be the first sign of an anomaly. The alarms are stored in a separate alarm log, revealing the time each alarm occurred.

• **System logs:** Important application events are stored in a log to understand the system’s behavior. Developers design software instrumentation to store signals, state updates, alarms triggered, resources requested, parameters, etc. In large systems like RAN, it is possible to activate different levels of instrumentation to retrieve information from specific microservices or functionality.

Distributed tracing is also a category of input where the time to complete services and microservice interactions is monitored. This concept is new and requires extensive integration through the whole system to work properly. To my knowledge, there is not yet any support for distributed tracing in RAN. The distributed tracing concept is therefore only briefly covered in the remainder of this thesis. Some anomalies can also be related to memory usage, CPU usage, throughput, signal buffers, etc. Although these parameters are monitored in RAN, they are rarely used in troubleshooting.

KPIs provide network performance statistics for each node in RAN and have been utilized to detect anomalies and optimize systems [Sun+19; ZPH19; Hu+21; MHH18]. Still, it would be more beneficial for vendors to detect anomalies earlier in the development chain. A more helpful source of information is the system log, which is present during the whole development cycle and contains information about the application’s behavior. The scope of this thesis is limited to utilizing the features extracted from system logs and analyzing them from a functional point of view.

### 2.3 Anomalies in System Logs

The behavior of applications is reflected as events in the system log. When functionality fails, it can appear as an event deviation. The illustration in Fig 2.1 provides an example of how these deviations can be expressed in the system log.

![Figure 2.1: Simplified example of signaling between two microservices and the system log.](image)

The events $e1$-$e3$ represent the storage of information as two microservice interact. The sequence starts with an event ($e1$) for the first microservice
(MS1); this typically triggers a request to another microservice (MS2). This request could be postponed for some reason or not sent at all, and another event could then appear in the log. As the request is received by MS2, an event is written in the log. If too many requests are handled by MS2, there could be an abnormal delay before the event is written in the log. The receiver can also be incapable of handling the signal depending on its state, signaling version, or full signaling queues. If the request is handled by MS2 it can trigger a status of resource update through the event e2. However, a resource shortage may lead to an exception instead of the event e2 and a reject may then be sent back to MS1 instead of a confirmation signal. Finally, MS1 stores an event (e3) in the log with the outcome of the response.

To summarize the above example, anomalies can be detected as missing events, extra events, or delayed events. If the events normally follow a certain pattern, a change in the sequence order may also be treated as an anomaly. In the example, a delay was mentioned between two events, but it can also be worthwhile to examine the time to complete the whole request from e1 to e5. If the delay occurs occasionally, it may also be interesting to determine the frequency of the delays.

2.3.1 Feature Extraction from Logs

The system logs are mainly written to be understood by developers and troubleshooters. In order to use the log data in ML methods, one must be able to decide what features may be essential to extract. This typically requires feedback from system experts familiar with the system log data. The features can then be extracted using regular expressions that select the important parts and filter out the noise. Unfortunately, it is more difficult to do this in large systems like a RAN, where thousands of developers choose to instrument the code based on their needs. Each part can require a unique regular expression, and as the software is updated, there can be a need to adapt the expressions to extract the correct information. Methods like Drain [He+17] can analyze the logs to select the correct regular expression and adapt when the software is updated. A strict software instrumentation guide is followed throughout this thesis papers to unify all events and minimize parsing errors. This is discussed in more detail in Chapter 4.

In the end, features such as timestamps, messages, object identifiers, or signals sent can be extracted from the system logs. These features are then converted to numbers from which the ML methods learn the behavior.

2.4 Anomaly Detection Approaches

Both statistics and ML provide a variety of methods that can be used to detect system log anomalies. This thesis mainly focuses on ML methods but statistical methods are in some cases used to further enhance the results. The following
sections provide an overview of approaches that can be used individually or in combination to detect anomalies in system logs.

2.4.1 Statistics

Statistics can approximate the world mathematically and help explain the relationship between variables. By comparing statistical features between samples of data, it is possible to detect anomalies using two different approaches:

- The first approach counts the occurrences of specific events in the log. It could, for example, be the number of times there is an error, parameter update, specific signal, total amount of events, or the features relevant to the anomaly detection approach. The occurrence of some events may also be correlated, and deviations in both metrics and correlations may help identify the abnormal behavior.

- The second approach utilizes the timestamp in system logs to measure the time spent between certain events. It could, for example, be between two sequential events, the time to complete a service, how often the events occur, etc.

The statistical findings in both approaches can also be utilized to evaluate whether the system requirements are fulfilled. The requirements could specify that a service should be completed within a specific time or that an application should be able to handle a certain number of requests per second.

2.4.2 Machine Learning

ML also uses statistics, but instead of using statistical variables to count the probability or compare data, it predicts the outcome through a model based on input data. The ML model can, for example, predict time series data, classify data, or reduce the number of variables in a data set. In anomaly detection, ML is often categorized by how the model learns from the data. There are then three main approaches:

- **Supervised learning** - The data used as input and output is then “labeled”. This means that the input data has predefined tags with the correct output. The ML models can then train and update themselves when the output is incorrect and, in the end, produce the correct output.

- **Unsupervised learning** - Instead of defining the correct output given certain input data, unsupervised learning finds hidden patterns and insights in the analyzed data. The chosen method defines whether the data should be grouped or separated to detect outliers.

- **Semi-supervised learning** - A small part of the data is labeled, and a large part is unlabeled. A supervised learning model then trains on
the labeled data and predicts the outcome for the unlabeled data. By combining this prediction with unsupervised learning, it is possible to improve the supervised learning model.

Hybrid learning is sometimes mentioned as a fourth category. This concept is similar to semi-supervised learning, where any of the three categories above are combined into a hybrid learner. Many different methods can detect anomalies in logs, and most of them use either a supervised or unsupervised approach \cite{Lan+22, YKD20, ZJM22, He+21}. This thesis explores both approaches, and they are covered in more detail in Section 2.4.3 and Section 2.4.4.

\section*{2.4.3 Supervised Anomaly Detection}

Supervised models require data to be labeled. From an anomaly detection point of view, it is essential to know if the events in the log correspond to abnormal or normal behavior. Labeling each event in large logs is time-consuming and requires system experts to go through the log. A common approach is instead to automatically label the events as abnormal if they contain a system-specific error message \cite{OS07}. System experts can then provide a list of known error messages, or researchers can make a best guess based on the severity of the message. This technique may miss erroneous events that do not contain the special error message or falsely label normal events as abnormal. There can also be delays, a burst of events, or sequential problems that do not appear as special error events but should be considered as anomalies. Cinque et al. report, for example, that only 40\% of the software faults in real-time systems leave a visible error in the logs \cite{CCP12}. An alternative to considering each event is to mark a complete sequence of events as abnormal \cite{Zhu+18}. In such cases, the anomaly is pinned to a specific period of time, even though it is unknown exactly when and how the anomaly is expressed in the log. A final alternative is to train the ML model on data from either successful or unsuccessful scenarios. The models then learn either normal or abnormal behavior and can detect when the behavior deviates from the training data.

\textbf{Paper I} and \textbf{Paper IV} present supervised models that train on data from successful scenarios and then identify the abnormal events in unseen data. The chosen approach is suitable for continuous integration loops where functionality is tested repeatably. Logs from successful test cases are then treated as normal behavior, and a model can be trained to find deviations in unsuccessful tests.

The method used when detecting the anomalies is dependent on the data labeling. If each event is labeled, the trained model can categorize the events as abnormal or normal \cite{WXG18}. If instead, the sequence of events corresponds to a particular fault, the pattern of events can help in categorizing the faults \cite{VSP17}. When labeling is based on successful scenarios, the method can learn the sequential order to detect deviations from normal \cite{Du+17, GYW21}. Like natural language processing, the grouping or order of events can signify an anomaly. Many of the state-of-the-art supervised methods \cite{Hua+20, Zha+19}
use a sequence of events as input to calculate the probability that an event should occur. If the prediction differs from the log event, it is considered an anomaly. This is the same approach used in Paper I.

The combination learner also utilizes the order of events in Paper II, where abnormal delays are detected. A part of the learner then groups sequences of events based on successful scenarios and detects deviations in test data. Instead of utilizing the order of events, it can be easier to group events that occur close to each other under normal conditions. By automatically grouping events to procedures and microservices, Paper IV demonstrates how anomalies can be detected faster and more accurately than they can by using state-of-the-art methods.

2.4.4 Unsupervised Anomaly Detection

The logs collected from real-time systems are, by their nature, unlabeled. The log events can be labeled by either manually analyzing each of them individually, guessing whether the log contains a fault, or using automatic labeling based on known error messages. The log events may, however, change for each software update and require more labeling and training for each version. An alternative approach is to not label the data and use unsupervised learning.

Unsupervised anomaly detection in system logs aims to detect unknown patterns and differences between individual events and log samples. There are two main approaches for unsupervised anomaly detection in logs: 1) quantitative detection models and 2) sequential detection models. The former learns the relation between events and how frequently they occur in log samples. Rare frequency patterns can then indicate an anomaly in the log. The anomalies can, for example, be sudden bursts of log events due to an attack on the system or events that only occur during failure scenarios. Models such as PCA [Xu+09], Log clustering [Lin+16], Isolation Forest [LTZ08], and Invariant Mining [Lou+10] have been frequently used to detect anomalies in this approach.

The second type of approach assumes that the order of events follows a pattern. The sequence of events can then be treated similarly to words in a sentence. Some sequences may occur less frequently than others, and by grouping sequences or parts of the sequences, it is possible to detect patterns that deviate.

Unsupervised learning can be helpful in many aspects of anomaly detection for RAN. It can help detect differences between software releases that traditional tests have not found or identify the behavior of occasional faults. The latter scenario is explored in Paper III, where occasional software bugs are detected using kernel and user space calls in combination with the events added by the developers.
Chapter 3
Root Cause Analysis

Anomalies are a sign of abnormal behavior. But why did they occur? What is the root cause of the anomalies? How can the root cause be identified? To answer these questions, this chapter first presents the challenges in identifying the root cause in RAN (see Section 3.1). Suitable root cause detection strategies in RAN are then discussed with my contributions in Section 3.2.

3.1 Challenges

Root cause analysis is the process that troubleshooters use to identify why an anomaly occurred. The anomaly type decides what input data (see Section 2.2) is suitable to analyze. Detecting several anomalies can narrow down the location and time when the root cause occurred. If, for example, the KPI measurements report an abnormal amount of dropped calls for the last 15 minutes, the scope can be further limited if anomalies are also detected in system logs during this period of time. The system’s behavior and the anomalies are the clues the troubleshooter needs to identify the root cause. The more identified anomalies, the better the chance of pinpointing the root cause. To date, little research has been done on root cause analytics in RAN [Can+21], and RAN troubleshooters need better methods to detect the many potential root causes. Surveys of other industries also show a need for more intelligent trace analysis and visualization to improve observability and root cause analysis [Zho+21; Nie+19]. However, it is also essential to understand the challenges in RAN root cause analysis to develop new methods:

Similar symptoms. In a RAN, there can be many reasons an anomaly occurs; malfunctioning hardware may lead to performance issues, which are visible in the KPIs or system log; alarms may be raised; temperature problems; sensor failures; or an unstable connection between hardware. From a software perspective, there could be a bug in every single line of code that causes a failure in the virtualization, measurements, log collection, memory
handling, or other functionality. Anomalies also occur when humans configure a RAN, choose software versions, specify parameters, install the hardware, etc. One challenge presented by the variety of root causes is that some root causes result in similar anomalous behavior. Understanding the underlying behavior can then be the key to distinguishing between anomalies.

**Many Data Sources.** A 5G RAN is a large distributed system with thousands of interacting microservices. A fault may appear as an anomaly in many of these microservices, and the combined anomalies can help narrow down the root cause. Knowing where to search for anomalies and which data is important to analyze is a challenge. Understanding the complex interactions in a RAN can then help narrow down the scope and correlate the anomalies back to the source of the fault.

**Lack of data.** Even if there are plenty of data to analyze in a RAN it is not possible to track every action taken by the system. When a fault occurs, there is often too little information to identify the root cause. There is then a need to repeat the scenario to acquire more data. Unfortunately, some faults are occasional, and operators can be unwilling to repeat faults in their live system. The root cause can then be hidden until the fault is reported again.

**Dependency on human experts.** Developers are only experts on small parts of the system. Finding the root cause of the fault may require many expert teams to analyze several parts of a RAN. The anomalies found during the analysis are often explained in trouble reports that describe both the problem and the final solution that solves the problem. In the end, only those troubleshooters involved in searching for the fault or correcting it will remember and benefit from the lessons learned.

### 3.2 Root cause detection approaches

Finding the root cause of an anomaly is difficult for an ML model. If the root cause is a malfunctioning circuit or a software bug, the complete hardware specification or system design may be needed. Instead, the goal of most root cause detection approaches is to narrow down the time and place of the problem. This allows troubleshooters that know more about the hardware and software design to identify the root cause faster.

Depending on the available data, there are different root cause approaches to choose between. Most methods use only one source of information as input, but several methods can work together to narrow down the root cause [SB22, Sol+17]. Fig 2.1 provides a good overview of the techniques used in root cause analysis for multi-service applications. I have highlighted my contribution to the field in the extended taxonomy from [SB22] and provided a high-level
3.2.1 Log-Based Root Cause Analysis Techniques

Logs contain a chain of events that describe the application’s behavior. A fault may lead to several erroneous messages in the log or a sequence of events that has not been seen before. The combination of anomalies seen in the log and the chain of events may then aid in finding the root cause of the problem. This section summarizes approaches commonly used for log data before presenting my contribution to this field.

Causality graph-based analysis

The main purpose of system logs is to provide information to developers and troubleshooters. The logs can contain object information, state variables, alarms, etc., but most importantly, signal information describing the service interactions. This signaling information can be utilized to create “causality graphs” between services. Each node is then given an anomaly score that depends on the relations and where the anomalies occur. Traversing the graph from the anomaly to the highest anomaly score helps troubleshooters zero in on the root cause.

The logs can also contain information that allows troubleshooters to track objects or procedures in the system. Causality graphs can also be built on such
information, but there seems to be no research on this matter. The closest approach uses distributed tracing to create topology graphs (this is explored in more detail in Section 3.2.2).

Alarms are a kind of event that alert that a certain functionality is not working. The alarms can be visible in the system log, but they are commonly stored in a separate alarm log in a RAN. As a fault occurs in a RAN, several alarms may be triggered, and the combined alarm information can help troubleshooters identify the root cause. Canastro et al. demonstrate how a knowledge base containing alarms and their anomalies can be utilized with an alarm correlation graph to detect the root cause of alarms [Can+21]. The alarm correlations are built using a dynamic time window that groups alarms as they occur. The alarm level and type of anomaly are then used to build a graph of the alarms. As a new group of alarms appears, parts of the graph are compared with the knowledge base to find the root cause of similar graphs.

Statistical analysis

Suppose the logs contain information that enables the tracking of sequences. It is then possible to analyze the time to complete sequences and perform statistical analysis of delays between event pairs. In real-time systems like a RAN, timing is essential, and several KPIs and internal metrics measure the time to complete important services. However, these measurements seldom provide valuable information about why and where the delays occur. The statistical information from the system logs can, in such cases, help to narrow down the delays to specific areas of the software code. Paper II demonstrates how the time between sequential events can be utilized to detect timing-related anomalies in RAN. It also combines statistical, probabilistic, and clustering methods to identify between which events the delays occur.

RAN is built to handle many kinds of service, but the complex architecture sometimes does not scale well with an increased load. Paper V introduces a procedure ID to the system logs that help identify which parts of the services cannot handle an increased load. The procedure ID enables the tracking of sequences of events and measures the time to complete each part in all microservices. The interaction through the entire system can then be analyzed by combining the signaling and procedure information from system logs. It is then possible to statistically compare the time spent by all parts and narrow down those that suffer the most from an increasing load.

Developers seldom add events in the system log that provides information about the system’s design. To find software bug-related root causes, troubleshooters often need to analyze the system log and the software. Paper III presents a novel use of kernel and function calls combined with existing system log events. The pattern they create is then used to find statistical deviations in time spent for each pattern and to identify patterns that seldom occur. The troubleshooters can then find the root cause of the software bugs by analyzing the largest deviations.
Visualization

The signaling information mentioned in Section 3.2.1 has been used to create sequence diagrams for end users. By visualizing the behavior, troubleshooters can better understand the service interaction. The sequence diagrams can then be compared as anomalies occur, and troubleshooters can investigate the flow of signals to back-track the root cause. Paper IV introduces a procedure concept that allows end users to track systemized procedures in the logs. A novel way of visualizing the anomalies is then enabled by combing the procedure information with anomalies detected by the ML methods (see Fig 3.2).

Paper IV further demonstrates how the procedure information and visualization can help troubleshooters identify anomalies faster and better understand the ongoing procedures.

3.2.2 Distributed Tracing-based Root Cause Analysis Techniques

Distributed tracing has been implemented in many industrial microservice applications [JLL22], but few have applied ML or statistics to aid in the root cause analysis [Li+22a]. Active projects, such as Zipkin [Zip20] or Jaeger [Jae20], provide a framework to implement and monitor distributed tracing. There are also tracing specifications such as OpenTracing [Ope20b] and OpenTelemetry [Ope20a], that allow developers to instrument their solution.

Even if there is limited use of distributed tracing in RAN, it is interesting to learn how tracing information can help in root cause analysis through visualization, statistics, and graph-based approaches. Distributed tracing can also help improve observability, which is further explored in Section 4.2.3.

Visualization-based analysis

The traces provide a visual overview of the microservice interaction and the time spent on each request. A trace comparison methodology can help end
users understand the differences between normal and abnormal behaviors (see Fig 3.3).

The deviations can then be highlighted in, for example, a life cycle diagram to help end users quickly locate the problem area.

**Statistical analysis**

The response time for each service can be collected through the tracing information. Anomalies can be detected if the response time is above a certain threshold, which can either be set manually or statistically. All parts of the interactions contributing to the long response time can then be grouped and analyzed. The response time for each interaction in the group is then utilized to determine the most significant deviation and possible root cause.

**Topology graph-based analysis**

The service interaction can also be utilized to generate a topology diagram. By comparing the response time (RT), error count (EC), and queries per second (QPS) for abnormal and normal scenarios, the diagram can help end users traverse a given flow of interactions. By assigning an error value for each node in the topology tree, it is possible to identify the most probable cause in the service chain.

### 3.2.3 Monitoring-Based Root Cause Analysis Techniques

This section explores how KPI values can be utilized to narrow down the root cause of an anomaly. In a RAN, there are hundreds of useful KPIs that are collected periodically. Some of them are correlated to each other, and as a fault occurs, several KPIs may be affected simultaneously. The size of the deviation can also help localize the root cause. The main research demonstrates how failing microservices can be identified, but the KPIs in a RAN can also provide additional information on the part of the service that fails.
**Statistical analysis**

Monitoring KPIs can detect deviations through statistical or ML-based methods. This can be of special interest when anomalies also occur in system logs, traces, or alarms. Comparing KPI values from periods with and without anomalies can help in identifying correlations between KPIs and anomalies. The correlations found can then aid in narrowing down the root cause and can also be useful when comparing the anomalies with future faults.

Another approach is to proactively cause or simulate problems instead of waiting for them to occur. Learning how the KPIs are affected due to many known reasons facilitates the creation of a knowledge base of the KPI-anomaly dependencies. As deviations are detected in KPIs, the knowledge base can help identify components likely to cause problems.

Another interesting approach in RAN has also shown that KPIs can be used to identify sleeping cells [FBA16]. The KPIs for each user equipment can then reveal which neighboring cells have deviations in the number of served UEs. By utilizing the geographical position of the user equipment, it is then possible to identify which cells have problems.

**Topology graph-based analysis**

KPIs can also measure the latency, response time, packets sent, or throughput between the interacting microservices. These metrics describe the interaction between services and can be used to create a topology similar to the one described in Section 3.2.2. A similar root cause technique can then be applied to group anomalies that occur and narrow down the root cause to a sub-graph of the topology. Additional help can be given to troubleshooters if the identified sub-graphs are stored together with information on where the real root cause is found. As new faults occur, the sub-graph can be compared with the root causes that have already been identified to zero in on failing services.

**Causality graph-based analysis**

Many of the KPI values in RAN are dependent on each other. If, for example, the number of successful calls increases, the number of released calls likely increases. A pairwise examination in time series can determine the dependency between KPIs. These dependencies can then form a causality graph that provides valuable information in root cause analysis. As anomalies occur in one KPI, the graph can be traversed to identify how KPIs are affected in normal cases. If the KPI-service dependency also is known, it can narrow down the area of the root cause.

KPIs can also be compared between services to create causality graphs. When determining the root cause of a performance anomaly, it can be useful to know the dependencies between services in terms of response time, error count, CPU, or queries per second. As the performance is degraded in one service,
the causality graph can be used to track which service may have caused the problem.
Chapter 4

Observability

To determine the root cause of an anomaly, it is necessary to understand the system’s behavior. Observability is about understanding the system’s internal states based on external outputs. This chapter discusses observability challenges in RAN and how combined ML and statistical methods can improve observability.

4.1 Challenges

The quality of the data decides whether the system’s behavior can be understood or not. The data used in observability are often mentioned as the three pillars of observability:

- **Logs** - Events that reflect the system’s behavior.
- **Metrics** - Periodical metrics that present the performance and resource utilization of the system.
- **Traces** - Records how requests are sent through the system.

These are the same categories of data analyzed to detect anomalies and root causes in Chapter 2 and Chapter 3. These areas are also closely related to each other. By monitoring a system, it is possible to detect anomalies; the root cause of the anomaly is then found by observing the system. However, there are several challenges associated with observing behavior in a RAN:

**Choosing what to store.** Not everything is observable in large real-time systems. Recording the change of all variables, states, and signals sent would produce thousands of events every second. Recording would then slow down the system’s performance. The challenge as a developer is to choose what to record. If there is too little data, parts of the behavior might be missed, and too much data could cause confusion or slow down
the system. A larger system also requires more structure in the data than a small system. Without a structure that enables the sorting and filtering of interesting parts, it is difficult to understand the system’s behavior.

**Human Capacity.** Another problem is related to human and CPU capacity. The approach RAN troubleshooters use has remained relatively unchanged for the last 20 years. As functionality fails, troubleshooters manually analyze metrics and logs to find the root cause of the problem. But RAN has become more complex, and CPU capacity has increased much faster than the capacity of the human brain. As more events per second occur, troubleshooters also have more data to analyze. The data is also scattered in more units today than ever before. Both of these aspects make it even more important to enable the sorting, filtering, and explaining of data.

**Quantify the value of Observability.** Even if some developers and troubleshooters realize that observability needs to be improved, management must also be aware of this need. A large industry survey shows that this is a large problem across many fields [Nie+19]. The survey also found a strong need for an organizational concept, including strategy, roles, and responsibilities. The conclusion of the survey, which is in line with our findings, is that there is a need to support the development of systematic observability and monitoring for distributed systems.

**RAN transformation.** A new challenge in 5G RAN is the ongoing transformation of the 4G monolithic architecture into the cloud-native microservice architecture. The purpose of the new architecture is to simplify distribution, redundancy, update speed, scalability, etc. But the transformation also has a downside. Re-engineering the 4G solution into 5G is difficult, and if not properly systemized, it can result in latency problems and poor performance. Understanding the complex microservice interaction can be crucial for developers that need to troubleshoot the system.

**Microservice diversity.** Thousands of developers work together to develop the software used in a RAN. Even if several parts of RAN exchange information, it is up to the individual developers to decide which information to store for debugging purposes. For that reason, tracking the interaction and understanding the behavior can be a challenging process.

### 4.2 Observability approaches

Even if researchers have started exploring how ML can help troubleshoot and improve observability, few industries have applied this research [Li+22a]. The following three sections explore how ML can improve observability using logs, metrics, and traces.
4.2.1 Observability Through Logs

Logs are traditionally written and read by humans, no matter what system they originate from. In the era of ML, it has become popular to search through large logs to find anomalies and present them to troubleshooters. But this is more about monitoring than providing an insight into the system’s behavior. New techniques are needed to aid troubleshooters to see through the data and discover what matters. It can be more important to know how the events are related to each other, which events are essential, what functionality or scenarios are ongoing, or how the events deviate from the normal.

Previous research has explored different mining techniques to extract relations between services from system logs \[\text{Gor}+22\]. Information about signaling, for example, can visualize the interaction between services and provide a better understanding of the architecture. One interesting mining approach also combines static code analysis with the occurrence of events \[\text{IAC}22\]. The combination enables the creation of a business process heat map that can explain where performance issues occur and visualize where there is a high load in the software.

The root cause causality graph-based approaches discussed in Section 3.2.1 provide another insight into system behavior. The graphs reveal dependencies that may be unknown to the end user and help troubleshooters find the root cause of anomalies.

The behavior can also be analyzed from a time perspective as discussed in Section 3.2.1. The end user can then get valuable insight into where delays occur in RAN.

Our largest contribution to observability concerns the procedural identity information discussed in Section 3.2.1. The software instrumentation guidelines proposed in Paper IV introduce a concept called procedural information, which connects all events in the system log to systemized procedures. The combination of procedural information and equipment identifiers, cell information, and signals sent enables tracking of sequences of events through RAN. Each procedure is also given a name that enables the grouping of events and improves observability (see Fig 4.1).

The figure presents a top-level overview of which procedures occur for each user equipment. The microservice interaction can be explored for each procedure, and the events are grouped for each microservice and procedure. Anomalies found can then be highlighted at all levels, and the behavior can be compared to better understand the deviations.

4.2.2 Observability Through Metrics

Metrics are monitored to reveal the system’s performance during a certain period of time. Often, they are presented in a time series, which enables analysis over time. It is common to present average, min, or max values together with manually defined thresholds for the important metrics so the troubleshooter
can understand if the performance is normal. Statistical or ML methods can analyze the time series data to provide trend lines for future behavior or show when anomalies occur.

The metrics can also reveal hidden dependencies, which facilitates a better system understanding. The causality graphs discussed in Section 3.2.3 can then help to identify the metrics that may affect each other or find relations that were previously unknown.

Similarly, as discussed in Section 3.2.3, it is also possible to explore how the anomalies may affect the KPI data. The insights help identify the parts affected by anomalies in traces or logs (see Fig 4.2).

### 4.2.3 Observability Through Traces

Distributed tracing is a method of observing requests as they propagate through distributed cloud environments. Many industries have improved observability by implementing a tracing mechanism to track service requests in their microservice system. The tracing information can provide valuable information about the system through a lifecycle or flow diagrams as shown in Fig 4.3.

The diagrams help to create an understanding of the microservice interaction and where most time is spent on a service request. Statistical or ML methods
Figure 4.2: Causality graph visualizing the dependencies between KPIs and anomalies detected.

Figure 4.3: Service request flow diagram and lifecycle diagram based on tracing information. (Extended from Paper V)

can also provide additional information for the diagrams and highlight where the behavior deviates from normal.

4.2.4 Combined Approaches

The individual approaches above can help improve the system’s observability, but they can also be combined to improve the understanding even more. An example of how the anomalies detected from one source of information can be combined with logs or traces was explored in Section 4.2.2. A more extensive approach is described by Tzanettis et al., who combine data from all pillars of observability to improve the system’s observability [Tza+22]. The authors also suggest that their data fusion enables new ML methods to analyze, visualize, and orchestrate a microservice system. Based on my 20 years in the telecom industry I also believe that humans need assistance in these areas, and this is discussed further in Chapter 6.
Chapter 5

Summary of Contributions

This chapter describes how the five papers presented in this thesis contribute to addressing the research objectives. The main objective of all papers included in the thesis is to find new methods to help RAN troubleshooters detect anomalies and identify their root causes. The papers also highlight how observability can be improved through the structured instrumentation of software and can automatically prevent performance issues and reduce resource utilization.

Throughout the papers, the system’s behavior is learned from events in RAN system logs. The logs are also the main source of information for developers that troubleshoot RAN. While troubleshooters can spend days manually analyzing the millions of events from a RAN, ML can do this in seconds. Paper I presents how an ensemble of Long Short-Term Memory (LSTM) modules can detect the majority of anomalies by learning the sequence of events and predicting the preceding ones. Paper II focuses on the temporal behavior between the events where tiny, unexpected delays can be detected in the control plane in RAN. Three techniques are combined to provide a detailed view of where unexpected delays occur in a RAN. Paper III analyses the behavior more in detail to identify the root cause of the anomalies. Two new methods then learn the relation between systemized events and kernel/function calls. The relations form patterns that can help find occasional software bugs and improve the understanding of the complex microservice interaction in a RAN. Paper IV proposes a novel software instrumentation guideline to further improve observability and anomaly detection. The paper highlights the necessity to maintain a structure in the system log and proposes a new way to track the sequences of events through a RAN. Observability and anomaly detection can in such a way be enhanced by adding systemized procedure information to each event in the log. In Paper V, the procedural information is combined with temporal information to identify performance bottlenecks. It also demonstrates how bottleneck identification can be utilized to dynamically lower energy consumption in a RAN while still satisfying latency requirements.
In all papers, I acted as the main author, Erik Elmroth as the main supervisor, Monowar Bhuyan as co-supervisor, and Johan Forsman as the industry supervisor. Each paper is summarily described in the following sections.

5.1 Paper I


RAN troubleshooters examine the system’s behavior by manually examining system logs. The anomalies can be found by learning the order of events and identifying any deviations from the normal flow. Troubleshooters would save considerable time if they could identify where anomalies are in the log within a matter of seconds.

5.1.1 Paper Contributions

Paper I addresses RO1 by proposing a method that detects anomalies in the sequential order of system log events. The intention was to create a method that could be used early in the RAN development chain where continuous integration loops verify every new delivery. As test cases are completed in a RAN, the events in system logs follow a pattern similar to how words and sentences are constructed. Inspired by ideas from natural language processing, a novel Adaboost ensemble of Long Short-Term Memory (LSTM) models is created to learn the order of events in system logs. The method learns from successful scenarios and can help troubleshooters identify anomalies as scenarios fail in the continuous integration environment.

The effectiveness of the LSTM ensemble is verified on data from an advanced 5G testbed developed by Tietoevry and a popular HDFS data set. It also demonstrated how a human-in-the-loop can help improve the method if false positives are found.

5.2 Paper II


\[1\]https://www.tietoevry.com
Several services in RAN are time-critical, and it is essential to know where and why abnormal delays occur. The existing KPIs only provide an end-to-end latency for some services, and it is not enough to provide a detailed overview of where time is spent. There is also little knowledge of how new software updates timely affect existing functionality.

5.2.1 Paper Contributions

Paper II also addresses RO1 but analyzes the system logs from a time perspective. Three new methods are created to analyze the time between events in the system log from a statistical, probabilistic, and unsupervised ML approach. As the sequences of events form special patterns, the methods can learn the statistical difference for sequential events and detect delays between different test runs. The three methods were combined into a learner that can reveal more delays than the individual methods. The combined learner was evaluated in a 5G testbed in which delays ranging from 1 ms to 1000 ms were injected. The learner could detect almost all anomalies, and thanks to the detailed latency overview, it also discovered previously unknown problems in the control plane scenarios. The detailed latency overview also partly addresses RO2, as it helps developers narrow down the delays’ root cause. The combination learner can also be useful in continuous integration loops, where abnormal delays can be detected in new software releases.

5.3 Paper III


Most problems in RAN are related to software bugs introduced during the software development or correction of earlier problems. Some of these faults are occasional and can be difficult to reproduce. The faults can occur for many reasons, and troubleshooters often have to analyze the software code to determine possible scenarios that may have caused the problem. The wide range of scenarios can be challenging to foresee, which is also why occasional bugs occur. Troubleshooters could better understand the range of potential scenarios and more quickly identify software bugs if a method is used that can learn the software function interaction and identify behavior deviations.

5.3.1 Paper Contributions

Paper III, addresses RO3 by proposing two new methods that learn the call chains between events instrumented by the developers and function/kernel calls. The new methods analyze the time spent in each call chain and can detect
deviations in both time and call chain interaction. Call chains that seldom occur are presented in a top-candidate list that the end users can analyze further to identify the software bugs. The methods were also constructed to handle the large amount of data a RAN produces. Collecting all kernel and function calls can generate millions of events every minute in a RAN, and there is sometimes a need to analyze hours of data. The methods were evaluated in a 5G testbed by introducing different software bugs and triggering these to occur randomly. The results show that the methods could identify the software bugs much faster and more accurately than previous research.

5.4 Paper IV


A problem in RANs and other large systems is the diverse software implementation of the many different development teams. Each team is responsible for a small part of the software they instrument to fulfill their troubleshooting needs. This diversity makes it difficult to grasp the big picture when several services interact. Tracking and understanding behavior throughout the whole system is crucial when troubleshooting, and a systemized and generic approach to software instrumentation would improve observability. The instrumentation diversity and unstructured data are also problematic for statistical and ML methods that need to parse and extract features from the logs. The poor data structure results in bad parsing accuracy and difficulty tracking the chain of events, ultimately leading to poor performance in the methods that learn the system’s behavior.

5.4.1 Paper Contributions

Paper IV introduces a new software instrumentation guideline and addresses RO3. The paper highlights the importance of structured data and introduces the concept of procedural information. As features are developed in a RAN, a system document often describes the interaction between the many objects. These interactions can be tracked by assigning a unique procedure identifier for each systemized request. The identifier is stored together with each event and enables a new kind of procedure grouping. By storing the feature’s name with the identifier, it becomes easier to track the behavior and map it to the systemization.

The benefit of the guideline is evaluated from two perspectives. The first compares the system understanding of developers that troubleshoot the system. This also addresses RO2, as the new guidelines help developers understand the system better and locate the root cause of anomalies faster. The second addresses
RO1 by implementing a new method, which uses procedural information to identify anomalies. The new procedural learning method outperforms previous state-of-the-art methods in both speed and accuracy. Hopefully, these findings can help developers and managers recognize the importance of structured and aligned data.

5.5 Paper V


Many may not know that the new 5G telecom network is reusing software components from the existing 4G network. The challenge in the 5G transformation is building a new microservice architecture based on the previous monolithic architecture. The new architecture uses the microservice advantage to allow more flexible scaling, improve capacity, and accelerate the time-to-market. A challenge with this transformation is deciding how to split the old functionality while simultaneously increasing capacity. As the new architecture takes shape, there is also a need to detect performance bottlenecks for the implemented functionality.

5.5.1 Paper Contributions

Paper V addresses RO2 by combining the latency analysis from Paper II and procedural learning from Paper IV. The result is a method called LogGenie that can track procedures through a RAN and measure the latency at procedure, microservice, and event pair levels. LogGenie detects performance bottlenecks by comparing the latency as the load increases in the system. The largest latency increase for microservices and event pairs is then presented in a top-candidate list. End users can also view a list of the procedures that suffer the most from the load increase.

The bottlenecks identified by LogGenie are then utilized to create a mechanism to automatically scale the system and prevent it from overloading. LogGenie decides where to change the capacity and triggers appropriate scaling actions as the system load varies. The paper further demonstrates how this mechanism can help lower resource utilization and still keep the latency requirements of the system.
Chapter 6

Future Research

Some of the methods in this thesis have already been implemented in cloud RAN production, and many interesting paths remain unexplored. This chapter outlines areas that may benefit from this thesis research in the future.

6.1 Evaluation in Production Environment

In parallel with my research, I am collaborating with Ericsson¹ to explore the benefits of the research methods presented in this thesis. At the time of writing, an integrated solution using the method from Paper I now detects anomalies in cloud RAN. The results are promising; the LSTM ensemble can learn the sequential patterns from continuous integration tests and identify abnormal events. An important lesson learned is that it is important to limit the scope of the methods such that each model learns the behavior for only one microservice and scenario. Parts from Paper IV have also been integrated, where the procedural information is added to the log events. The early results show that anomaly detection is enhanced, but further evaluation with more scenarios and microservices is needed. The potential to also utilized the time aspect in the procedure learning will be further explored in a master’s thesis at Umeå University². The goal is to reinforce anomaly detection and the system’s observability.

An important finding is also that the end users must understand why the ML methods think there is an anomaly, otherwise, it is difficult to gain trust in the methods. This challenge is addressed by providing a solution where the normal and abnormal behavior is visualized in a sequence diagram. The abnormal behavior is also further explained in a complimentary report.

¹https://www.ericsson.com/en
²https://www.umu.se/en/
6.2 Observability in RAN

Distributed tracing and system logs can be utilized to find the interactions between the microservices in a RAN. This interaction has been visualized in a text format in terminal windows and as UML sequence diagrams. RAN troubleshooters could benefit from displaying the anomalies in such diagrams. The question is how to present anomalies to the end users. The normal and abnormal behavior could be presented side by side or in the same diagram, but one must also consider the large variation in normal behavior.

Visualizing the affected objects, such as cells, radio bearers, tunnels, user equipment, and other RAN-specific objects, would also be advantageous. The structure allows the separation of concurrent actions and improves the system's observability. The procedural information in Paper IV would also be useful if applied to help isolate ongoing procedures.

6.3 Learning from Live Nodes

Most methods described in this thesis aim to help troubleshooters as early as possible in the development cycle, but the findings can also help troubleshoot logs from live nodes. A recent proof of concept explores how the methods from Paper I can learn the behavior from test cases in continuous integration loops and analyze logs from live nodes. The early findings demonstrate that the methods can assist in finding anomalies in live node logs, but the situation is more complex in the live network. Many alternative scenarios occur, and the timing of events is more random.

It would be interesting to evaluate whether ML can be utilized to learn the behavior from live logs instead of in the continuous integration loops. This would require a more structured system log, where the ML models can automatically learn the many alternative scenarios. The procedural learning from Paper IV may be a path in the right direction.

Collecting data from many nodes and training models based on the node type, software version, and configuration would also be beneficial. The ML methods could then identify the nodes that behave differently and find nodes with a faulty configuration or nodes that suffer from hardware failure or software bugs.

6.4 RAN Performance Scaling

RANs experience large daily and weekly fluctuations in traffic intensity. The nodes and antennas are geographically bounded, but citizens travel and change their mobile usage depending on, for example, whether they are asleep, at work, at school, or engaged in leisure. Future nodes must be capable of handling the large fluctuations in traffic while keeping energy consumption low. The many hardware and software configurations in a RAN can make it difficult
to manually specify rules for how the system should scale. If ML models can handle and optimize the scaling, this would be a tremendous benefit. Paper V demonstrated one way to scale the system depending on where the ML methods detected performance anomalies. Still, much work is left to be done before it can be applied in a RAN. One challenge is to ensure that all requirements are fulfilled while the system scales, another is to find a robust solution that works for the many configurations of a RAN.

ML models can also help balance the system’s load to increase scaling efficiency in RAN. A current collaboration between Tietoevry and Karlstad University\footnote{https://www.kau.se/en} explores how to use reinforcement learning for load optimization in a 5G test bed. Perhaps it can be combined with the research from this thesis to also consider abnormal behavior in the load balancer.

6.5 Finding Duplicate Faults

Occasional faults are often difficult to troubleshoot in a RAN. They can appear in live nodes but also in the test suits that are run in the continuous integration loops. Some of these faults result in erroneous messages or reject signals in the system log and can provide a clue to the problem. These printouts are commonly used to decide whether the fault has been seen before or not. Troubleshooters can also set up regular expressions to automatically detect when test cases contain the same error printouts.

Another interesting approach would be to utilize the anomalies detected by the ML methods described in this thesis. The detected anomalies form a unique pattern for a certain fault, and similar patterns can be grouped. The fault grouping can then be automatized and will not need to rely on the manual regular expressions added by troubleshooters. There is also less chance of missing similar faults and it becomes possible to detect problems earlier in the development process. To explore this more in practice, a joint collaboration between Umeå University, Tietoevry, and Ericsson is now evaluating how ML methods can group the faults.

6.6 Final Words

The research goal of this thesis is to aid RAN developers in understanding system behavior and detecting anomalies in system logs. I have already seen the benefits of the methods from Paper I and Paper IV in cloud RAN, and I am eager to integrate solutions from the remaining of my research.

It is also worth noting that the accuracy of the methods described in this thesis is highly dependent on the quality of the system log data but the methods should also work for other systems as well. As long as it is possible to track...
the sequence of events in the system log, and the information is relevant for troubleshooting, the system is likely to benefit from this work.
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